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Abstract: The influence of stochastic fluctuations in the input angular rate of a class of single
axis mass-spring microelectromechanical (MEM) gyroscopes on the system stability is investigated.
A white noise fluctuation is introduced in the coupled 2-DOF model that represents the system
dynamics for the purposes of stability prediction. Numerical simulations are performed employing
the resulting set of stochastic differential equations (SDEs) that govern the system dynamics. The SDEs
are discretized using the higher-order Milstein scheme for numerical computations. Simulations
via the Euler scheme, as well as the measure of the largest Lyapunov exponent are employed for
validation purposes due to a lack of similar analytical solutions or experimental data. Responses have
been predicted under different noise fluctuation magnitudes and different input angular rates for
stability investigations. A parametric study is performed to estimate the noise intensity stability
threshold for a range of quality factor values at different input angular rates. The predicted results
show a nonlinear dependence of the threshold on the quality factors for different input rates.
Under typical gyroscope operating conditions, a realistic frequency mismatch appears to have
insignificant influence on system stability. It is envisaged that the present quantitative predictions
will aid improvements in performance, reliability, and the design process for this class of devices.

Keywords: gyroscope; stochastic differential equation; dynamic stability; white noise; frequency
mismatch; instability; angular rate fluctuation

1. Introduction

Numerous emerging applications use a micro-machined angular rate sensor or gyroscope as
a stand-alone unit or as part of an inertial measurement unit (IMU). In particular, traction control systems,
ride stabilization, and rollover detection in automotive applications currently use the micro-machined
angular rate gyroscopes. Many other applications, such as digital video camera stabilization systems,
missile guidance systems, and platform stabilization systems take advantage of using this class of device
(see, e.g., [1]). The low manufacturing cost, moderate performance, and miniature nature of these
gyroscopes are the reasons behind their acceptance in these applications [2]. The accuracy of this class
of devices is likely to be influenced by a number of sources, including a combination of temperature,
vibration, acoustic, shock, thermal cycling, and humidity [1]. For instance, microelectromechanical systems
(MEMS) devices can be exposed to shock during fabrication, deployment and operation [3], as well as
vibratory excitation resulting from the environment. The undesirable sources can change the dynamic
behavior of MEMS devices and, hence, affect their performance. For example, vibratory gyroscopic
systems in automotive applications are susceptible to environmental vibrations due to road unevenness
and due to other sources. The excitation from road irregularity is modeled as a stationary random process
with road roughness suggested in the ISO standard. Furthermore, white noise is often used to model the
input of road displacement excitation (see, e.g., [4]). An approximate modeling of rail track unevenness
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and road irregularities using a white noise excitation is also reported in the prediction of the random
vibration response of rail and land vehicles [5]. Aerospace, marine, and other applications are expected to
benefit from developments in this class of MEMS gyroscopes. In such applications, the effects of noise
and vibration, which stem from the aerodynamic/wave environment, as well as combustion process in
propellers, need to be investigated in detail.

MEMS-based gyroscopes, at present, are considered as low-accuracy rate-grade sensors compared
to the tactical and inertial-grade sensors which are known to have moderate to high accuracies.
However, MEMS-based gyroscopes offer cost and size advantages compared to the tactical and inertial
grade counterparts. Thus, to enhance the accuracy of MEMS-based gyroscopes to that of a tactical or
inertial grade, further improvements in accuracy, as well as their drift performance, are warranted.
To this end, several recent studies, as well as development efforts, are underway. Micro-machined
gyroscopes have different design and sensing principles, but almost all the configurations utilize the
transfer of energy between two vibration modes of a structure where the Coriolis’ effect is exploited for
the precise sensing of angular rotation rates. These devices, in contrast to the conventional gyroscopes,
do not contain rotating elements; thus, they are suitable for batch micro fabrication and miniaturization.
An external vibratory excitation is used in this class of MEMS device for their operation, but few
designs take advantage of parametric excitation (see, e.g., [6,7]).

In order to achieve further improvement and development of this class of sensors, dynamics and
stability of this type of gyroscopes have been of interest in the recent past. Mechanical coupling
between the drive and detection modes of a single mass-spring micro-machined vibratory gyroscope
was studied by Mochida et al. [8] giving importance to the mechanical coupling, then reducing the
coupling via the introduction of new designs and fabrication structures [8]. A precise mathematical
model for a dual-axis gyroscope was developed by Davis [9], and linear and non-linear suspensions
have been considered in this study. This gyroscope was fabricated in the laboratory, but required
further investigation prior to commercialization. In the same study, a more accurate model for the
single-mass spring gyroscope considering the coupling effect for both the driving and sensing axes has
been developed. However, in all of the above studies, instability investigations were not performed.
The effect of stochastic fluctuations in the input angular rate on the stability of a single-axis mass-spring
vibratory gyroscope has been investigated by Asokanthan and Wang [10]. An approximate analytical
method based on the stochastic averaging procedure has been employed to investigate the stability
of a vibratory MEMS gyroscope system. Closed-form conditions for mean-square stability of the
dynamic response are obtained for the case of exponentially correlated noise. It may be noted that
this study focussed only on narrow band frequency ranges that correspond to certain multiples and
combinations of system natural frequencies, and predictions for white-noise fluctuations were not
presented. Recently, a simplified two degree-of-freedom dynamic model of a ring-based gyroscope is
employed to identify the stability of the system when the input angular speed is exposed to random
fluctuations [11]. The system response is numerically predicted when the input angular rate is subjected
to a white noise fluctuation using the higher-order Milstein scheme that discretizes the governing
stochastic differential equations (SDEs). The stability threshold values for noise intensity have been
identified using largest Lyapunov exponents” measure for various damping values. The current
study focuses on the stability of the single axis mass-spring gyroscope subjected to stochastic angular
speed fluctuation. It is known that use of white noise in the stability investigations presents a more
practical representation of the speed fluctuation generated by the environment when compared to the
consideration of harmonic vibration or narrow band noise. Thus, the introduction of white noise is
expected to predict a more accurate dynamic response of these devices, as well as the physical systems
they are mounted on. Hence, the effect of wide-band random fluctuation in the input angular rate
on the dynamic stability of the single axis mass-spring structure gyroscope is the main interest of the
present study.

Owing to the fact that obtaining a closed-form analytical solution for a multi-dimensional system
of stochastic differential equations is cumbersome due to their highly non-differentiable character of the
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realization of the Wiener process [12], a number of iterative approaches to integrate SDE’s numerically
have been developed in the recent past. The most widely used methods are Euler-Maruyama, Euler-Heun,
Milstein, derivative-free Milstein (Runge—Kutta approach), and stochastic Runge-Kutta [13]. In the
present study, the higher-order Milstein scheme is employed to simulate the time response so that the
stochastic response of a single axis mass-spring rate gyroscopes can be quantified for certain parameters of
interest. Based on the obtained responses, the behavior of the dynamical system is analyzed. To this end,
the characteristic Lyapunov exponents of the stochastic response is evaluated to determine the stability
thresholds. The effects of quality factors and the magnitude of the angular speed fluctuation, as well as the
frequency mismatch on system stability have been quantified.

2. Governing Equations

The single axis mass-spring rate gyroscope model used in the present study is based on the model
developed by Davis [9] and later presented in the work by Asokanthan and Wang [10]. The developed
governing equations for the gyroscopic system is employed to investigate the stochastic fluctuation
of the input angular rate. The gyroscope configuration consists of a lumped point mass (proof mass)
at the center and four springs that support the mass as shown in Figure 1 with dissipating linear
viscous damping. As a gyroscope, the mass is excited along the driving x-direction (also referred to as
the driving direction), by an external periodic force F(t) = Fy sinwt, where the excitation frequency
w is chosen close to the natural frequency of the system. The gyroscopic system is subjected to
an input angular rate (2 about the z-axis where (2 represents the quantity to be measured. The mass is
constrained to oscillate in the x— plane. Thus, a rotation rate, (2, about the z-axis induces an oscillatory
Coriolis force in the y-axis direction (also referred to as the sensing axis). The y-axis oscillatory motion
is sensed and used as a basis for the measurement of the angular rate.

Figure 1. Single-axis mass-spring gyroscope.

The system of coupled second-order differential equations that governs the motion of the
gyroscope derived by Davis [9] is presented as follows:

mx 4 cx %+ ky x — mQ? x —2mQ y — mQ y = Fy sinwt O
mj]+cyy+kyy—m02y+2m()x+m()x:0,

where m represents the proof mass. The coefficients cy and ¢, denote the viscous damping constants in
the x- and y-directions, respectively, while k; and k; are the spring constants in the x- and y-directions,
respectively. Additionally, the gyroscope angular rate measurement about the z-direction is denoted
by (2. The main interest of this work is on examining the effects of some important parameters on
the system stability. Hence, the steady state part of the response does not play a role. To this end,
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consideration of the homogenous part of the equations of motion in the absence of the excitation force
is adequate. Equation (1) can then be written in matrix form:

1o, | 22| |- -0
[o 17T 20 @ 1T a2 |17 @
Qy y
with w? = %, wﬁ = %, Oy = mc‘;’x, and Q, = mc—(:y The vector g represents the vector of the

system generalized coordinates, i.e.,[x V] T, while wy and wy, respectively, are the undamped natural
frequencies associated with the x- and y-directions. The quality factors representing damping in the
x and y directions are denoted by Qy and Q,, respectively. The quality factor is a dimensionless
parameter that indicates the energy losses within a resonant element. In general, energy dissipation in
vibratory MEMS is governed by several mechanisms, including viscous damping, dissipation through
the substrate, thermo-elastic dissipation, and resonator surface effects [14]. The quality factor indicates
energy loss relative to the amount of energy stored within the system. Thus, the higher the quality
factor the lower the rate of energy loss and, hence, oscillations will decay more slowly. It may be
noted that the stiffness matrix includes the centrifugal force term (22, which takes a negative value
for the present system. Hence, overall system stiffness decreases with higher angular velocity that
may lead to lower system stability. The damping matrix, apart from representing viscous dissipation,
includes the gyroscopic coupling term 202, which is dependent on the input angular velocity. Moreover,
for a constant angular rate, the term ) = 0. This case is not practical in the presence of fluctuations
in the angular rate. However, for the system under investigation, the contributions of the associated
terms, qu and —qu, are considered negligible when compared to the gyroscopic terms —20q,
and 20)q, at high angular rates where instability becomes an issue, it is sufficient to approximate
qu = —qu = 0 for the purpose of stability analysis. Implications and limitations due to this
assumption are highlighted in the Results and Discussion section.

The numerical schemes to be used in the present study require the system equations to be
transformed to a set of first-order stochastic differential equation in incremental form. For this purpose,
Equation (1) is first transformed into a system of four first-order differential equations to accommodate
these methods. A set of four state variables is defined as x; = g1, x2 = 4y, X3 = g2, and x4 = ¢,
and the random fluctuation in the input angular rate is then incorporated in the system to form
the governing equations of motion in the standard first-order SDE form. Equation (1) is written in
state-space form as:

: . w
X1 = X, xzz—(wi—ﬂz) X1 — — xp +20 x4
Qx
- - 2 2 Wy ©)
X3 = Xg, x4:—2(2x2—<wy—.(2)x3—Q—x4.
Y

The random fluctuations in the input angular velocity are assumed to be represented by a white
noise process. A Brownian motion function W(t) is employed for this purpose to simulate the random
fluctuations taking advantage of its first-time derivatives as Gaussian white noise (see, e.g., [15]).
Introducing white noise, {(t) = dW/dt, with a noise intensity magnitude, g, to the nominal input
angular velocity, (2, for representing the random fluctuations, the input angular velocity is written as:

Q= Qo+ pog(t). (4)

The centrifugal component in the equations of motion which are governed by the terms 2% in
Equations (3) can be evaluated using Equation (4) as:

0% = Q3 + 200 & (1) + 3E2 (1), ®)
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since the random fluctuation term, yo¢(t), is considered small relative to the nominal angular rate, (2,
the last term in Equation (5), u3¢%(t), is negligible due to its lower-order of smallness. In addition,
for the purposes of simulations, a noise intensity ratio, y, is introduced to characterize the noise
intensity magnitude, pg, as:
_ Homax({(t)) 6
max(Qg) ©)
Combining (Equations (3)—(5)), a system of standard SDEs that represents the gyroscope motion
is obtained as:

dxy ar [X(t)] by [X(t)]
i | _ | alx() ba[X()]
dxs |~ | axn)] |"T] ey | @
dxy ay[X(t)] by[X(t)]

where the vectors a[X(t)] and b[X(t)], respectively, are known as the drift and the diffusion vectors
(see, e.g., [12,15]). For the present system, the vector elements written in terms of the state vector
X(t) =[x1 x2 x3 x4)" are given by:

mX(H)] = %2, X()] =~ (w? - 0F)x1 - gm +200x4,

X)) =x, wlX(0)] = 2000~ (w] - %)~ F'x
Y
hi[X(1)] =0, ba[X(H)] = 2p0Q0x1 + 2pi0xs,

bs [X(t)] =0, b4[X(t)] = —2uox2 + 2p020x3.

3. Numerical Simulation Scheme

It is known that obtaining analytical solutions of the standard first-order stochastic differential
equations, which govern the gyroscope motion and were formulated in Section 2, is cumbersome,
the present study attempts to employ numerical solutions of such systems. To this end, the discretization
of SDE using Ito-Taylor expansion, which leads to the higher-order Milstein scheme [16], is employed.
The Milstein scheme is a numerical scheme for solving stochastic deferential equations with a strong order
of convergence. The method uses It6’s lemma to increase the accuracy of the approximation by adding
the second-order term to approximate numerical solution of a stochastic differential equation. In this
technique, the sequence of values of the Milstein approximation at the instants of the time discretization
can be computed in a similar way to those of the deterministic case. The main difference is that we now
need to generate the random increments of the Wiener process. For a given time discretization, the Milstein
scheme determines values of the approximating process at the discretization times only. In order to clarify
the approach, the following first-order standard SDE for a scalar dependent variable is used:

dX(t) = a[X(8)]dt + b[X(£)|dW(t), ®)

along with an It6-Taylor expansion, where a[X(t)] and b[X(t)], respectively, denote the drift and the
diffusion terms while dW(t) represents the driving Wiener process. Use of Itd’s Lemma leads to:

df[X(t)] = LOa[X(t)]dt + L'b[X(t)]dW(¢), )
where: )
d d 1 d d
09 .9 1.2 11— %
L' = Y +aaX+2 b aXZ,andL _baX.

When It6’s Lemma is iterated to obtain constant integrands for the higher order terms,
and assuming that a4 and b are not direct functions of ¢, the integrated form of Equation (9) becomes:
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X(t) = X(to) + alX(to)] [ ds1 +b[X(to)] [ dW(s1)
to fo (10)
1

+BIX(0IBX (1)) W)~ Wit = 30~ 10) } +O((61)*")

where O((6t)%/?) represents terms that include (6¢)*/?, or terms of higher order, and (') denotes the
derivative with respect to variable X. This equation forms the theoretical basis for both Euler and
Milstein schemes [16]. It may be noted that the Euler scheme is constructed using the first three terms
of this expansion, while incorporation of the fourth term yields the Milstein scheme.

Considering the time interval [t;,t;,1] by choosing ty = t;, t = t;11, At = t;1 —t; and AW; =
W(tiy1) — W(#), the discretized form of the Milstein method is formulated as:

X(tip1) = X(t:) + a[X(t;)]At + b[X(£:)|AW; + %b[x(ti)]é[x(ti)]{(AWi)Z — At} (11)

Equation (11), when extended to multi-dimensional systems, yields the u"" component of the state
vector employing the Milstein scheme for numerical computations and takes the general form:

X" (tip1) = X (t;) + a"[X(t;)]At + Zb”’j[X(fi)]AW{ + Y LR X(8)]G, (12)
j=1 J1j2=1

where the drift and diffusion terms, the driving Wiener process and the variables, are written in vector
form. In Equation (12):

tit1 81

) d
= Zbkh[ ( )] Xk’ ]1]2 //dWh WJZ

k=1

where b[X(#;)] is the diffusion coefficient matrix, d is the number of dimensions, and m represents the number
of independent Weiner processes [15]. In the special case when j; = jo, the following integral is obtained:
1 i 2
— 1
L) = 5 H(AWS) — At}

The vector-based scheme presented in Equation (12), considering the system drift and diffusion
coefficient matrices, is employed for the purposes of performing numerical computations to solve the
system of equations that govern the gyroscope response. To this end, considering Equation (7) and
setting d to 4 and m to 1 in Equation (12), the response takes the form:

X" (tip1) = XU(t ') +a"[X(£)] A+ 0" [X(1)] AW;
(13)

Z bkl[X W{(Awf—m}, u=12,...,d

The resulting four equations are employed in the prediction of the gyroscope response.

4. Results and Discussion

In the present numerical study, a smooth increase of the input angular rate (2y from zero to
different practical values is employed for the purposes of response predictions considering a noise
intensity ratio y as defined in Equation (6). For the purposes of numerical simulations, the parameters
of the single-axis gyro parameters as shown in Table 1 have been used.

Conforming to the goal of the present study, namely the stability investigation, the time response of
the gyroscope when subjected to appropriate initial disturbance is examined. In the simulations, an initial



Vibration 2018, 1 75

displacement of the driving coordinate, g3, is imposed with a value of 10~> m and the displacement of sensing
coordinate g, is then computed to evaluate the gyroscope response. However, for high quality factors, which are
typical in this class of devices, the convergence of the Milstein scheme is very slow even for a deterministic system.
In order to accelerate the convergence, the first two terms in Equation (13) which represent the deterministic part
of the numerical solution are evaluated using a fourth-order Runge—Kutta scheme and the values at each time
step are used in each iteration for obtaining the complete solution incorporating random terms.

Table 1. Single-axis gyroscope parameters [9].

Parameter Notation Value
Gyroscope mass m 3.6 x 1070 kg
Nominal X-axis natural frequency Wy 26.2 kHz
Nominal Y-axis natural frequency wy 26.2 kHz
X-axis quality factor Qx 20-1000
Y-axis quality factor Qy 20-1000

The convergence of the simulation algorithm has been tested for many quality factors, Qx and Q,
ranging from 20 to 1000 for different relative noise intensity ratio values y in the range of 6 x 107° to 1.55 in
order to guarantee the accuracy, as well as the appropriateness, of the schemes. Very good convergence
has been reached for a time step of 1 x 10> s; however, 1 x 107¢ s is used for more accuracy and
a simulation time of 0.1 s is chosen for the simulations, which are adequate for the remainder of the study.
The higher-order Milstein scheme is known to achieve higher accuracy compared to the Euler method;
therefore, the first approach is chosen in the present investigations for stability predictions. Time responses
of the two methods for the purposes of verifying the response predictions are generated and depicted
in Figures 2—4. The figures show the responses of the gyroscope at different fluctuation magnitudes in
input angular rate at 27t rad /s demonstrating various stability behaviors. Maximum relative noise intensity,
as defined in Equation (6) has been used as a magnitude measure for representing environment fluctuation.
In Figure 2, the system response for quality factor of 500 and maximum relative noise intensity measure
u = 0.0126 demonstrates a stable behavior for this sufficient level of damping. Increasing the noise intensity
to a sufficiently high value to cause a noticeable disturbance in the system, along with high enough quality
factors that do not suppress the oscillation, causes oscillatory motion as shown in Figure 3. It may be noted
that a certain threshold intensity measure for each quality factor is associated with the transition to instability
and this measure can be computed using the time responses. Thus, crossing this threshold with a high
quality factor or, alternatively, with higher noise intensity, leads to system instability, as shown in Figure 4.

4 ><10'6'

Milstein Time Response
Euler Time Response q

Amplitude, (m)

Q,=500
Q=500
u =0.0126

4 I I I I I I I . .
0 0.01 0.02 0.03 0.04 005 0.06 0.07 008 0.09 01

Time, (s)

Figure 2. Example of the stable time response.
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Figure 3. Example of the marginally stable time response.
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Figure 4. Example of the unstable time response.

Further, it may be noted that the predicted responses from the Euler and Milstein schemes are
similar with slightly larger amplitude values for Milstein than the values predicted by the Euler
scheme, which does not take the higher-order terms into account. Thus, the Euler scheme produces
an under-predicted response and exhibits increased system stability compared to the Milstein scheme
predictions. Accordingly, under certain conditions of noise intensity values, which are close to the
threshold, a stable system behavior is predicted via the Euler scheme while an unstable system behavior
is predicted by the Milstein scheme, as depicted in Figure 5. Therefore, due to a lack of any exact
analytical or experimental results to verify the acquired data against, the accuracy of the employed
model should be assessed before performing the parameter sweep which includes varying the relevant
system parameters to characterize the system behavior. For this purpose, a measure for stability via
the largest Lyapunov exponent (LLE) method is employed to study the system dynamic stability of
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the two schemes. The concept of Lyapunov exponents is one of the most powerful tools for analyzing
nonlinear and stochastic systems. Lyapunov exponents quantify the rate at which orbits on an attractor
converge or diverge as the system evolves in time and provide a direct measure of the stability of
those orbits. One exponent is defined for each dimension, representing the average rate of growth
or decay along each of the principal axes in the dg-dimensional state space. The largest Lyapunov
exponent specifies the maximum average rate of divergence, or convergence of the orbits. Any system
with at least one positive Lyapunov exponent will inevitably become unstable, with the magnitude
of the exponent reflecting on the time scale that the system dynamics will diverge. For complicated
systems, determination of Lyapunov exponents analytically is, in general, impossible but calculating
them numerically using a time series is extremely attractive/easier [17]. Therefore, it is sufficient
to calculate the largest Lyapunov exponent for characterizing system stability. In the present study,
a practical use of the LLE search algorithm, based on the method of time delay as described in [18],
is utilized. Figure 6 shows the obtained threshold value of the noise intensity at which the onset of
system instability commences at an input angular rate of 27t rad/s.

%108

8 T T ; ; ; T

Milstein Time Response
— — — -Euler Time Response

i i

Amplitude, (m)
o N

'
N

0 0.01 0.02 003 0.04 005 0.06 007 0.08 009 0.1
Time, (s)

1 L I I I I T T

-8

Figure 5. Under-prediction of results by Euler scheme.

The compatibility of the results from the Milstein and Euler schemes, as well as the error of
omitting the higher-order terms in the Euler scheme, have been further investigated through a number
of points utilizing the LLE. For this purpose, three points in a highly stable region with quality
factor values of 104, 413, and 706, and the respective maximum relative noise intensity values of
0.06505, 0.02670, and 0.01845 are chosen and displayed in Figure 6. The used algorithms yield negative
LLE values for these points indicating a stable system under these conditions. However, LLE values
evaluated by Euler’s scheme have been found to be lower than those predicted by Milstein scheme by
1.7-5.4%. It may be noted that the percentage difference is larger when the conditions are closer to the
threshold, while it is minimal when the system is highly stable or unstable. This character has also been
demonstrated via the time responses in Figures 2, 4 and 5. As expected, the time response predicted by
the Euler scheme tends to under-estimate the response when compared with that predicted via the
Milstein scheme. This may be attributed to the higher-order term participation, which are included
in the latter scheme. Further, the compatibility of the results of the two schemes in the marginal
stability region has been examined to show that the two systems produce approximately consistent
instability thresholds. Six marginal points as shown in Figure 6 have been chosen for this purpose,
three points slightly above the threshold points within the unstable region and three points slightly
below within the stable region. The LLE analysis for both schemes predict similar signs at each point,
which indicates a correct prediction of the stability at this marginal region. At this low angular speed,
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a small noise intensity of value 2.5% of angular speed is seen to affect the system stability for high
quality factors. Thus, values greater than this threshold are likely to destabilize the system.
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Figure 6. Stability boundary in the y — { space ({29 = 27t rad/s).

It is known that the gyroscopic systems are not immune to the external noise effects that can
alter their dynamic behavior. Such noise usually stems from environmental and operational sources
and can be exerted on the system at any frequency range depending on the source. Furthermore,
the allowance of noise effects on the MEMS system is an important design factor, especially at low
damping ratios (high quality factor) which is a characteristic feature of modern MEMS gyroscopic
systems. Therefore, a parametric study is performed to assess the noise intensity stability threshold
for a number of quality factor values at different input angular rates. To this end, an increment of
the system quality factor of approximately 50 is employed and the system noise stability threshold is
obtained via the bisection search method. Further refinement is employed in the low quality factor
region for analyzing the predicted time response. Figure 7 shows that the noise intensity threshold is
decreased at higher quality factors. Increasing the angular speed, for high quality factors, reduces the
fluctuation noise intensity threshold value to a value less than 1% of the angular speed. In such cases,
where the noise effects are of concern, use of an active disturbance rejection control has been shown to
eliminate/reduce the noise effects (see, e.g., [19]). It may be noted that the present study is limited to
the predictions of threshold values, while the actual applications, as well as the operating conditions
may dictate the absolute levels of fluctuation required to cause system instability. It is worth noting
that such predictions can only be achieved via laboratory or in situ measurements. The employed
approach uses the assumption of noise in angular rate in the absence of angular acceleration. Owing to
the non-differentiable nature of white noise, this term cannot be evaluated for the solution process
followed for numerically solving the resulting SDE. This assumption limits the inclusion of the angular
acceleration terms in the analysis; however, to overcome this difficulty, one can use the fluctuation in the
angular acceleration, for low angular velocities, which is typical in the case of gyroscopes. Alternatively,
a narrow band noise assumption for the angular velocity to simulate the velocity fluctuation is also
feasible. These approaches are likely to increase the prediction accuracies, but are beyond the scope of
the present study.
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Figure 7. Stability boundary in the p — { space.

In addition, studies performed on varying input angular rates of practical significance for typical
gyroscope applications revealed that the increase in angular velocity decreases noise thresholds.
Further studies on the effect of the frequency mismatch, which originates form asymmetry in both
of supporting springs stiffness and/or proof- mass are performed. A change of frequency mismatch
for low and moderate values in the range up to 10% seems to have insignificant effects on the noise
threshold. However, unrealistic frequency mismatch values close to 20% causes a reduction in the
noise threshold. It is worth noting that such values for the frequency mismatch are not of practical
significance under typical gyroscope operating conditions. It is expected that these results will lead
to the identification of critical stability regions for this class of devices, which can then improve the
device performance, reliability, and the design process.

5. Conclusions

The dynamic behavior of a mass-spring type MEMS-based single-axis vibratory gyroscope is
investigated when subjected to stochastic fluctuations in the input angular rate. The effect of random
fluctuations is introduced into the gyroscope governing equations to form stochastic differential
equations that are discretized using the Milstien scheme to predict the response numerically. The Euler
scheme, as well as the largest Lyapunov exponents, have also been used in this study as a validation
tool due to the lack of analytical solutions and experimental data. A nonlinear decreasing trend of the
obtained threshold values for the noise intensity at different quality factor values has been observed
while a similar decreasing trend of noise thresholds with the angular rate increase is also predicted.
Variations in the frequency mismatch have shown insignificant influence on system stability under
typical gyroscope operating conditions. It is envisaged that the present quantitative predictions will
lead to improvements in performance, reliability, and the design process for this class of devices via
identification of critical stability regions.
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