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Abstract: This article makes the case for more objectivity in Machine Learning (ML) research. Any
research work that claims to hold benefits has to be scrutinized based on many parameters, such as
the methodology employed, ethical considerations and its theoretical or technical contribution. We
approach this discussion from a Naturalist philosophical outlook. Although every analysis may be
subjective, it is important for the research community to keep vetting the research for continuous
growth and to produce even better work. We suggest standardizing some of the steps in ML research
in an objective way and being aware of various biases threatening objectivity. The ideal of objectivity
keeps research rational since objectivity requires beliefs to be based on facts. We discuss some of the
current challenges, the role of objectivity in the two elements (product and process) that are up for
consideration in ML and make recommendations to support the research community.
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1. Introduction

The subject of objectivity has long been considered by philosophers and researchers
over time [1,2]. Objectivity is fundamental in the philosophy of science. The subject is very
important if researchers are to ascertain the facts of the real world or ML researchers are
to be more credible in a field sometimes viewed with suspicion for “blackbox” models.
Indeed, some fundamental problems in ML are identified as philosophical [3]. These are:

1. What is knowledge?
2. Can knowledge be acquired from data?
3. What is a good teacher?
4. How to distinguish true scientific theory from false one?
5. How to form good inductive theories?

ML involves the use of non-explicit, computer algorithms trained on sample data
to iteratively perform better at a given task [4,5]. It makes an inductive inference from
samples of data [6]. More objectivity will help in answering the identified questions.

In this article, we use the standpoint of Naturalist philosophical theory to evaluate how
ML, as a discipline, operates. Naturalism is a theory of knowledge containing imagination,
belief, knowledge, and uncertainty [4,7,8]. Many of the ideas in Naturalism are testable
and corroborated by science for their usefulness. The untested assumptions central to
Naturalism give legitimacy to scientific systems, defining boundaries of investigation [7].
For example, a basic assumption is that random sampling is representative for a given
population [9]. Other ML assumptions (which are not directly bound to naturalism, but
may be limitations, in some cases) are: the future is similar to the past, there’s a cost of
error called the loss function (describing the difference between the ground truth and the
predicted output) and, finite (past) data is available for training [3,10].
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The contributions of this article include the identification of weaknesses, discussed
later, in current ML practices and recommendations towards a more objective approach.
The following sections include a brief exposition on objectivity, the methodology in ML,
the discussion about the two elements, (1) product objectivity and (2) process objectivity,
under consideration, and the conclusion. The brief exposition on objectivity discusses, at
a higher level, some views of what objectivity is, including Longino’s; the methodology
in ML highlights methodology trends and some metrics used in ML; and the discussion
section argues for an objective, standard approach in ML.

2. Brief Exposition on Objectivity

Product objectivity and process objectivity form two key parts of objectivity [1,11,12].
The objectivity of both product (entities of accurate representations of the world) and
process (methods devoid of subjective views) are critical to the overall objectivity of
science [1]. Process objectivity is the basis of the scientific method utilised in ML [1]. The
scientific method involves developing and accepting or rejecting a scientific view through
non-whimsical and non-subjective criteria [11]. Experiments based on rapidly-evolving
assumptions have no objectivity, according to Longino [11]. Objectivity eliminates biases
in its many forms, like cognitive or sampling biases, as much as possible. ‘Let nature speak
for itself’ of the nineteenth century [13] may be equivalent to ‘let the model speak for itself’
of today in ML. This is because the evaluation of the performance of a given model will
show if it’s biased or not, as it has been witnessed with some of the state-of-the-art (SotA)
models [14]. Objectivity should make us act in certain ways, just as subjectivity will have
us behave in certain ways.

What we know by experience is usually not detached from how we got to know it or
is relayed or learned through existing natural means [1]. Hence, the extent to which one
can be objective is often in relative terms. Haraway [15] is of the view that the pursuit of
objectivity, in which the subject is completely cut off from the object, is an illusion. She,
therefore, calls for a balance where there will be faithful accounts of the object and the
subject’s perspective, in order for the subject to take responsibility. This is more so that
the sociological factors and apparatus of science are perspectival [1]. It has been argued in
the literature that this perspectival attribute of the facts of science, which makes absolute
(process) objectivity unlikely, makes it crucial to have an active community (including its
peer-review mechanism) that guides on how best to achieve objectivity [4,11]. With regards
to product objectivity, when the fact (data), and only the fact, determines our belief, we
are objective. Longino, however, reports that careful consideration should be given to the
reliability of what actually makes up this fact [11].

Objectivity cannot be unconnected to ethics. It is important to be objective in order
to say one has acted ethically, at least, from the view of deontological ethics [16]. Re-
search ethics, which studies the ethical problems and issues that arise from conducting
research [17], makes it possible for the research community to provide guidelines for con-
ducting research ethically. This is important for reproducibility of experimental results,
where it is the facts that should matter.

Longino’s Viewpoint on Dissent Bringing Objectivity

Helen Elizabeth Longino is one of those philosophers of science who emphasized the
significance of the social and moral values of research. For her, getting process objectivity
right is essential. She places importance on criticism when it comes to validating or even
understanding any contemporary research. Whilst analyzing any theory, the key idea is
to keep in mind that the production of knowledge is a social property that will have an
impact on society. The products of research have to go across continuous, cooperative and
critical inquiries from all points of view, after which it may be termed objective, having
managed to hold its ground against criticisms [18].

According to Longino, two shifts of perspective make it possible to see how scientific
knowledge or method is objective [19,20], as indicated in Table 1. The first shift is to return
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to the idea of science as practice. Refocusing on science as practice makes the second
shift possible, which regards scientific method as something practised, not primarily by
individuals, but by social groups. Longino pointed out tools to dissent to research work,
which may lead it to be practically objective. These tools are briefly described below:

Table 1. Longino’s Two Shifts of Perspective To See How Scientific Method is Objective.

−−−−−−→
FirstShi f t Focus on Science As Practice

←−−−−−−−
SecondShi f t Refocus on Scientific Method

Practiced by Social Group

1. Social Knowledge (Accept/Reject):
Objectivity neither belongs to one single person nor can it be ensured by an individual:
it is a community’s practice. Any knowledge conceived or presented, by an individual,
moulds into social knowledge when it passes through evaluation by others. Such
evaluations often improve and reshape the knowledge into even more valuable and
productive work. Even a rejected hypothesis serves a role in future research, as the
research community becomes more and more aware of the shortcomings of certain
biased results as well.

2. Criticism
It is crucial for objectivity to reduce the influence of subjective preference of individual
background beliefs or assumptions. Although criticism may not completely eliminate
the influence of subjective preferences, especially in fields like ML where certain
parameters/settings have to be optimised and controlled, it provides the means
for evaluating how much influence they have over the formation of the scientific
contribution. Criticism should cover every relevant aspect of research.

3. Shared Standards
Relevant criticism appeals to what is accepted by those concerned. Standards held on
to by a community make members of such a community responsible for the goals of
the community.

4. Recognised Avenues
Research communities form different platforms, based on collective interests, and
these platforms are responsible for verifying and validating their members’ work.
This helps to maintain worthy standards. Platforms, like public forums, conferences,
peer-review journals, also compete among one another based on the credibility and
social benefits they bring [11]. Part of the purpose of all these activities is to extract
effective criticism from community members and prevent idiosyncratic values from
shaping knowledge.

5. Role of the Community
The role of the community is quite significant as they are the receiver of the outcome
of research and may be affected by it. As difficult as determining community re-
sponse may be due to its qualitative nature, some of the ways through which we can
quantify the response and evaluate research may be through grants scored, number
of publications, contribution to textbook contents and awards by a scientific avenue.
Such quantitative measures provide relatively simple ways of comparing factors [21].
However, there are limitations to quantitative measures [22]. For example, the number
of publications does not tell the whole story, as there are other important factors, like
the quality of the medium/journal.

3. Methodology in ML

The system of methods in ML is founded on similar principles that guide science as
a whole. Central to the ML research lifecycle is the relationship between input data and
output [5]. This relationship is modelled by a function, which may be expressed as an
algorithm. The astronomer Johannes Kepler, born in the 16th century, put forward their
3 laws of motion by adopting the simplest model that could fit the data he obtained from
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Tycho Brahe [5]. Kepler’s scientific approach, approximately 400 years ago, is similar to
what obtains in ML [5,23]. This can be represented in the following algorithm:

1. Collect data and analyse,
2. Split the data so as to have a final set to confirm predictions,
3. Apply a suitable model to the data,
4. Iterate over attributes of the model that gives best fit
5. Then validate the model on the held-out split data

This lifecycle is, more or less, the practice for the different tasks in the different areas of
ML, with some minor differences, including in computer vision (CV) and natural language
processing (NLP).

Various metrics are used to measure performance, depending on the task at hand.
Some of the metrics include accuracy, bilingual evaluation understudy (BLEU) [24], Preci-
sion (how many selected items are relevant), Recall (how many relevant items are selected),
F1 (harmonic mean of Precision and Recall), normalised mutual information (NMI) and
mean average precision (mAP) [25]. Statistical significance tests are very important because
some of the theoretical foundations and practical implementations of ML are dependent on
statistics and randomness [23]. Some researchers, like Reimers and Gurevych [26], argue
that significance tests have weaknesses and we agree, however, conducting no significance
test (or statistical analysis) is worse and should not be an option. Indeed, they also admit
there’s no perfect evaluation system [26].

4. Discussion

As discussed above, the two distinct elements under consideration are (1) product
objectivity and (2) process objectivity when speaking of objectivity in ML, and they have
their own questions with different scope. There are the input, models and outputs of
ML, on the one hand. On the other hand, we have the researchers, who develop ML
systems, and their research program. Machines have no gender and are not social beings,
so machine learning holds out the possibility of the sort of objectivity science seeks for.
However, investigations have shown that ANNs display biases seen in the data they are
trained with, just as humans display biases dependent on their experiences [5]. Hence,
biases can slip in through the “back door”. Hope is not lost, however. The solution will
require a version of Longino’s community-based process to make the results of ML more
objective than we could get with humans. Longino observed that “scientists speak of the
objectivity of data” ([11], p. 171), [27]. According to her, checking to see that the data
seem right is one of the functions of peer-review. She further suggests that a method is
not necessarily objective just because it is empirical [11]. Furthermore, according to [12],
process objectivity influences product objectivity such that, adherence to a process that
is designed to produce objectivity gives objective results. The converse is also true. The
ANN, data and their results (or outputs) will be discussed under product objectivity in the
following paragraph while the research processes and the ML community will be discussed
under process objectivity in the latter paragraph.

An important question regarding the first element is, “Do inductive inferences that do
not require a human brain avoid the sorts of cognitive biases that accompany those made
by social beings?” We have pointed out that investigations have revealed that this is not
the case, as biases are noticeable in models and the data used to train them [5,14]. This
makes Longino’s argument about what constitutes the “fact” in ML pungent [11], given
that they form representations of the world. Furthermore, her first tool of social knowledge
in the earlier section is important here for evaluating experimental data, presented results
and conclusions made. Criticism, the second tool, ensures scrutiny of the “facts”, based
on shared standards through recognised avenues for doing so. Hence, publishing codes
of models/algorithms and datasets used in the experiments goes a long way in securing
credibility, an essential prerequisite to objectivity [28,29].

For the second element, process objectivity, an important question will be, “Is the
research community associated with ML guilty of gender-based biases (or other biases)
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and if so, how do we make a less biased research community?” Again, Longino’s tools
for dissent, mentioned earlier, are helpful here [19]. The tools are interwoven such that
they complement one another in accomplishing the goal of objectivity in science, and in
this case, ML. For credibility and reproducibility, it is crucial that the details of methods
of research are published, including the hardware involved. Shared standards, the third
tool, make it possible to vet the methods employed to establish if the experiments and their
results are reproducible. Furthermore, key practices, some of which were mentioned in the
earlier section should be adhered to, especially with regards to the held-out split data for
validation to avoid test set feedback on training [30]. There have been many problems of
reproducibility in the field, though this is not limited to ML alone [29]. Unfair comparison
is another common problem in the field. As rightly pointed out by Musgrave et al. [30],
when comparing two or more entities or models (or algorithms), it is best to keep as many
related factors as possible constant.

In addition, statistical analysis, such as significance test or confidence interval (C.I.),
should be carried out. C.I. gives the range of values where the parameter in question (such
as the mean or variance) would be [27]. Although statistical analyses do not show proof
of anything experimentally, they provide measurement of the likely error in a conclusion
or the level of confidence attached to a statement [27]. As an example, consider the recent
results of two models from word embeddings experiments, where the test set F1 scores for a
default model A and another model B are 0.661 and 0.676, respectively. In this example, the
scores reported are averages of several observations, though some research have reported
single observations [26]. A speedy conclusion can be made in certain quarters that B
outperforms A with such a small difference without any statistical analysis, even though
there’s randomness in the nature of these experiments. Even a large difference still warrants
a statistical significance test, though the difference is more persuasive than when there’s a
small difference.

As one might observe, it is a mistake to think that ML automatically gives us ob-
jectivity, but if the prescriptions are followed, ML can get us much closer to the desired
objectivity. Pushing the boundaries of ML objectivity would be transparent or explainable
artificial intelligence (AI), as some researchers have been doing, by publishing qualitative
or insightful pieces of their research and their limitations [31,32].

Scrutinizing the Role of Bias against Objectivity

As discussed above, objectivity holds vital significance in science. Thus, a critical
question concerns whether there is a rule of thumb for someone to be objective, and if
not, whether we can device one. This rule of thumb or model can assist researchers or
evaluators of research work in ascertaining the degree of its objectivity. A possible model
applicable to ML from the available literature is to use the common Likert scale, say, from 1
to 5. The objective will be to determine which of the qualities have the strongest presence or
relevance in a piece of work, where 1 indicates the low relevance and 5 the high relevance.

Bias, in this context, refers to a partial view that prevents objectivity [33]. Cognitive
bias, for example, comes in many different forms [34]. While it is out of the scope of this
work to discuss the extensive subject of bias, Lavesson and Davidsson, including other
researchers, provide helpful surveys on the subject [35]. Bias can be present in the data, the
algorithm or the methods involved in a research work. Below is a list of a few biases and
Tables 2 and 3 give examples of the two Likert scales with a few qualities. The qualities
represented on the scale may be selected based on relevance for, say, the researcher or the
funding agency, who will use it at the relevant stage in the research process (say, the award
of grants).

1. Creative Bias:
This takes a negative view of creative ideas and projects, relative to those that are
more practical [36,37].

2. Qualitative Bias:
Deliberate or erroneous effort to influence the result of a piece of research work for a
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desired outcome may be termed qualitative bias. Such bias severely affects the whole
research community and society and is strictly prohibited [38,39].

3. Procedural Bias:
This is a type of inductive bias that refers to the influence of the order of a set of steps
defined in the presented model of any work [40].

4. Ground Truth Bias:
Ground truth refers to the held-out data that is often used as the basis for comparison
in ML tasks. Custom tailoring of the designed model or even the training data to
optimise results for a given ground truth is a bias that is simply unacceptable because
of the potential dangers during application [41].

Meanwhile, a few examples of desirable qualities are also listed below, depending on
what part of the research process is involved.

1. Socially Ethical:
Ethics plays a major role in scientific work and various guidelines for research ethics
are specified by research communities [42].

2. Credible References:
Use of credible citations and references, such as from peer-reviewed journals, raises
the quality of any research publication. Credibility may be determined by the h-index
or number of citations achieved by a research work [43,44], however, care must be
taken as this is not always the case.

3. Peer Review:
Peer review holds immense value when it comes to evaluating any research work.
Although it has its short-comings, it is still a useful tool for maintaining standards in
research communities [45,46].

Table 2. The ‘Desirable Measures’ of Evaluation for Degree of Objectivity.

Degree

Evaluation Key 1—Least Applicable 2 3 4 5—Strongly Applicable

Socially Ethical

Credible References

Table 3. The ‘Undesirable Measures’ of Evaluation for Degree of Objectivity.

Degree

Evaluation Key 1—Least Applicable 2 3 4 5—Strongly Applicable

Creative Bias

Qualitative Bias

5. Conclusions

As ML researchers, pushing the degree of objectivity higher in our research should
be a priority. The facts of the data should shape our belief. Naturalism affords us certain
assumptions upon which we can build knowledge of the systems around us. These
assumptions and the scientific knowledge in the ML field cannot be antithetical to each
other. Reproducible and transparent ML will be essential to its future success, besides
being ethical. Therefore, more commitment on the part of the ML community (including
the peer-review mechanism) is required to achieve the level of objectivity that will be
satisfactory to all, or at least, most practitioners.
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