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Abstract: This article is about a specific, but so far neglected peril of AI, which is that AI systems may
become existential as well as causing suffering risks for nonhuman animals. The AI value alignment
problem has now been acknowledged as critical for AI safety as well as very hard. However, currently
it has only been attempted to align the values of AI systems with human values. It is argued here that
this ought to be extended to the values of nonhuman animals since it would be speciesism not to do
so. The article focuses on the two subproblems—value extraction and value aggregation—discusses
challenges for the integration of values of nonhuman animals and explores approaches to how AI
systems could address them.
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1. Introduction

As there has been significant progress of AI applications in a range of fields with some
delay, the fields of AI ethics [1] and safety [2] have also gained traction. AI ethics and
safety concern a variety of issues, of which the value alignment problem may be the most
important—as well as, perhaps, the hardest [3,4]. Very briefly, it is about ensuring that AI
systems, especially those not yet developed super intelligent Artificial General Intelligence
systems, pursue goals and values which are aligned with human goals and values.

In this article the term “human” in the above definition is challenged since this implies
that it would not matter if AI systems were not necessarily aligned with the interests of
other beings. In particular, this article focuses on the interests of nonhuman animals. Thus,
we argue for widening the above definition to the goals and values of humans as well as of
nonhuman animals.

In the history of humankind many ethical views have changed and developed.
Bostrom and Yudkowsky pointed out that AI ethics should not be stable, but be open
for changes if humans recognize previous ethical mistakes [5]. As will be outlined, the
treatment of nonhuman animals is an example of an ethical issue which has been changed
over time or is in the process of changing. Therefore, we aim to incorporate nonhuman
animals into the ongoing research of AI ethics.

Apart from a very small number of attempts, deliberations of ethical obligations of
humans towards nonhuman animals gained momentum only in the late 20th century [6],
for example through the approach of contractualism [7]. The main criterion was the
recognition that (many species of) nonhuman animals are sentient, thus able to experience
suffering [8]. This also led to the propagation of the term “speciesism”, which Horta defines
as “unjustified disadvantageous consideration or treatment of those who are not classified
as belonging to a certain species” [9] (p. 1).

The progress on the moral side has also begun to be reflected in regulations. There
are nowadays in a number of countries whose national laws recognize nonhuman animal
sentience and suffering (https://www.globalanimallaw.org/database/national/index.
html, accessed on 11 April 2021), while a “Universal Declaration on Animal Welfare” is still
at a proposal stage (https://www.globalanimallaw.org/database/universal.html, accessed
on 11 April 2021) and global agreements such as the Convention on Biological Diversity
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(https://www.cbd.int/, accessed on 11 April 2021) from 1992 and the United Nations
Sustainable Development Goals from 2015, especially goals 14 and 15 [10], rather focus on
the protection of species (from becoming extinct) than on their explicit welfare.

We argue that AI systems would be better custodians for nonhuman animals than
humans for the following reasons:

Humans are biased and inconsistent when it comes to the treatment of nonhuman
animals since many humans have an interest in their meat, eggs, milk, fur, leather, wool,
etc. as well in the habitats of nonhuman animals to use them for their own purposes.

Humans have incomplete knowledge about how to ensure animal welfare, which
includes the largely neglected suffering of wild animals [11], while AI systems may find
solutions in this regard.

Up to now nonhuman animals have hardly been taken into consideration for the
AI value alignment problem. For example, the so-called Asilomar Principles (https://
futureoflife.org/ai-principles/, accessed on 11 April 2021) towards a beneficial AI by
leading AI researchers focus only on humans:

“(10) Value Alignment: Highly autonomous AI systems should be designed so that
their goals and behaviors can be assured to align with human values throughout their
operation.

(11) Human Values: AI systems should be designed and operated so as to be compati-
ble with ideals of human dignity, rights, freedoms, and cultural diversity.”

On the platform “Linking Artificial Intelligence Principles” [12] reference to (non-
human) animals can only be found in the “Draft Ethics Guidelines for Trustworthy
AI” by the European Commission’s High-Level Expert Group on Artificial Intelligence
(https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=57112, accessed on 11 April
2021). However, in the final document [13] the text has been removed, which stated in
the draft: “Avoiding harm may also be viewed in terms of harm to the environment and
animals, thus the development of environmentally friendly AI may be considered part of
the principle of avoiding harm”.

For technological design in general an approach called Value Sensitive Design has
been introduced, which incorporates human values at every stage [14] and which has
been recently extended to the values of nonhuman animals [15]. Baum borrows the term
“standing” from legal contexts to pose the question “Who or what is included in the group to
have its values factored into the AI?” [16] (p. 4). He then elaborates on challenges for certain
groups, such as antisocial psychopaths, but also children as well as nonhuman animals.
Additionally, Gabriel mentions in his elaboration on AI alignment nonhuman animals
and sentient beings in general initially, but not anymore when he explores the details of
value extraction and aggregation [17]. Sarma and colleagues argue for an interdisciplinary
approach for the AI value alignment problem, involving neuroscience in particular, which
may lead to insights of what they call “mammalian value systems” [18,19]. Ziesche and
Yampolskiy raise the issues of speciesism and animal welfare, but their main focus is on
sentient digital minds [20].

Yudkowsky used the following quote to illustrate that if the value alignment problem
is not taken seriously there is no reason to believe that sufficiently powerful AI systems
may not harm humans: “The AI does not hate you, nor does it love you, but you are
made out of atoms which it can use for something else.” [4] (p. 27). Yet, this quote can be
applied also to nonhuman animals for AI systems, which have not been aligned with the
preferences of nonhuman animals. In other words, such neglect would lead to existential
risks [21] and suffering risks [22] for nonhuman animals. Since we would consider this as
a serious peril of AI the purpose of this article is to fill this lacuna and not only to confirm
the standing of nonhuman animals [16], but also to enhance the limited groundwork that
has been done so far. Whereas previous research has explored the ethical obligations
towards nonhuman animals, AI value alignment for humans as well as, at an early stage,
technological design for nonhuman animals, this article is comparatively unique given that
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https://futureoflife.org/ai-principles/
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it brings together various existing approaches to look specifically at two subproblems of
the AI value alignment problem related to nonhuman animals.

The complex AI value alignment problem can be broken down into at least three
subproblems, of which only the first two are discussed here. First, it has to be attempted
to precisely extract the values of all concerned beings; second, it has to be attempted to
aggregate these values in a consistent manner; third, it has to be attempted to instill these
values into AI systems. The first two subproblems have in common that they are normative,
while the third one is technical [17].

To address these topics this article has three further sections. Section 2 explores the
nature of the value extraction and Section 3 the nature of the value aggregation. These
sections are divided into five subsections each: introduction, challenges, non-AI activities
on value extraction/aggregation for nonhuman animals, potential AI approaches and
summary. In the final section, Section 4, an overall summary and an outlook at future work
is provided.

2. Value Extraction
2.1. Introduction

For the value extraction subproblem, which can be considered as a modern version of
centuries-old ethical questions in philosophy towards right and wrong behavior, first the
terminology has to be clarified [3]. Gabriel introduced the following six options to describe
what we may want an AI system or agent to do [17] (pp. 5–9).

i. Instructions: the agent does what I instruct it to do.
ii. Expressed intentions: the agent does what I intend it to do.
iii. Revealed preferences: the agent does what my behavior reveals I prefer.
iv. Informed preferences or desires: the agent does what I would want it to do if I

were rational and informed.
v. Interest or wellbeing: the agent does what is in my interest, or what is best for me,

objectively speaking.
vi. Values: the agent does what it morally ought to do, as defined by the individual

or society.”
These wordings also illustrate well some challenges of incorporating the values of

nonhuman animals into the AI value alignment problem; hence, we will revert to them
below. The first option to explicitly instruct the AI has been, after initial attempts, by now
widely dismissed. It would be too complex, may lead to perverse instantiations and may
not be flexible for changes. For the second option the potential issue is that the creator
may have unethical, irrational or misinformed intentions. Similarly for the third option,
the preferences may actually be harmful for the creator as well as for other people and
may have been developed based on incomplete information. The fourth option, which
resembles Yudkowsky’s approach of “Coherent Extrapolated Volition” (CEV) [23], and
the fifth option address the shortcomings of the second and third option, but also have
challenges. Therefore, Gabriel favors the sixth option that the AI does what it morally
ought to do, but explains that the challenges remain to specify the values and to aggregate
them [17].

2.2. Challenges

When incorporating nonhuman animals to the value alignment problem the following
additional challenges regarding the subproblem of value extraction emerge:

To actually identify the values and interests of nonhuman animals, taking into account
that humans do not represent nonhuman animals because the values and preferences of
humans and nonhuman animals are not consistent because, for example, many humans
eat certain nonhuman animals and destroy the habitats of nonhuman animals.

To explore a large variety of species of nonhuman animals, thus likely a large variety
of values and interests and to potentially draw a line as to which nonhuman animals are
not to be considered for AI value alignment.



Philosophies 2021, 6, 31 4 of 12

To focus on endangered species, assuming that self-preservation is a preference of all
nonhuman animals.

2.3. Non-AI Activities on Value Extraction for NonHuman Animals

As Baum pointed out “human AI designers do not know what it is like to be a cow or
a frog, so they must make sweeping assumptions in programming an AI to infer cow or
frog ethics from any given measurement technique” [16] (p. 11). In this regard we propose
animal welfare science as a suitable field of study to analyze interests of nonhuman animals,
which has been also fairly recently introduced [24,25].

For humans an essential method to inform about their wellbeing is self-reporting
through direct communication, which is challenging to be applied to nonhuman animals,
although attempts are being made [26]. Instead, animal welfare science mostly relies on
quantitative information through functional (physiological) as well as through behavioral
indicators. Sensing technologies offer a variety of options to measure a range of indica-
tors, either through wearables or remotely [27]. In this regard the challenging issue of
consent of nonhuman animals has to be addressed [28]. Passive integrated transponder
devices (PIT tags), which are microchips injected into nonhuman animals, provide both
types of data—behavioral, such as movements, as well as physiological, such as the body
temperature [29].

Examples for functional indicators are health vitals, but also emotions such as pain [30].
The most accurate thing to do would be to measure the emotions through corresponding
brain processes, but science is not advanced enough yet [31]. The alternatives are indirect
measurements, such as the hypothalamic–pituitary–adrenal function to study stress in
nonhuman animals [32]. Overall, the studies of functional indicators as well as wearable
technologies are more sophisticated and more often applied to domestic and farm animals
and for practical reasons less so for wild animals, while for this article this distinction is of
no relevance.

Behavioral indicators are concerned with movements and activities. M. S. Dawkins
has defined what nonhuman animals strive for as positive reinforcers and what they try
to avoid as negative reinforcers [33]. For some nonhuman animals the analysis of facial
expressions supports the assessment of pain [34] as well as of positive emotions [35]. For
wild animals, behavioral indicators measured through remote sensing systems are an
appropriate means as well, as often the only feasible way to assess their welfare. Examples
are camera traps on the ground [36] or sensing systems located on aircrafts or satellites [37].
PIT tags are also used for wild animals, although the required tentative capture and the
tagging can be stressful for them [29].

Similar to the positive and the negative branch of the ethical theory of utilitarianism it
can be distinguished whether to focus on the promotion or maximizing of the wellbeing
of nonhuman animals or the reduction or minimizing of suffering of nonhuman animals.
There are more efforts made in terms of research [33] as well as of advocacy [38] to address
the pain, stress and distress of nonhuman animals; while within these efforts the focus is on
farm animals, the immense suffering of wild animals also has to be highlighted [11], which
is, unlike the suffering of farm animals, mostly not caused by humans. Yet, in addition to
attempts towards the avoidance of suffering, research is also conducted on the pleasure
of nonhuman animals and its moral significance [39,40], and evaluation methods [41] and
indicators [42] in this regard are being developed.

Several categorizations of criteria for animal wellbeing have been developed [43],
often again with a focus on farm animals [44]. One example are the five domains proposed
by Mellor and Reid [45]: 1. Thirst/hunger/malnutrition; 2. Environmental challenge;
3. Disease/injury/functional impairment; 4. Behavioral/interactive restriction; 5. Anxi-
ety/fear/pain/distress.

Regarding the second challenge of the high number of species of nonhuman animals,
a threshold could be to consider only conscious or sentient nonhuman animals. However,
this is a complex topic [46], which is beyond the scope of this article. For example, the
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possibility of insect suffering has been looked at, which would be, due to the high numbers
of insects, a significant portion of the overall suffering on earth [47]. As an approach
to study the welfare of a very high number of species, it has been suggested to select
and examine so-called indicator species and then generalize from these species to other
species [43].

The third challenge carries a time component. If we assume that self-preservation is a
preference of all species of nonhuman animals, regardless of whether they are conscious or
not, then the conversation of endangered species has to be a priority. While extinctions of
species are normal and have occurred regularly through the evolutionary process, current
extinction rates are up to 1000 times higher than normal extinction rates due to the impact
of humans [48]. The reasons for this high rate are, for example, overhunting and the
destruction of habitats. The International Union for Conservation of Nature maintains
the “Red List of Threatened Species” (https://www.iucnredlist.org/, accessed on 11 April
2021). There are international agreements on conversation, such as the abovementioned
Convention on Biological Diversity, and also various NGOs and private initiatives are
committed to conservation.

2.4. Potential AI Approaches

We introduce approaches for how value extraction for the AI value alignment prob-
lem could incorporate the interests of nonhuman animals taking into account the three
challenges introduced above.

As outlined, research in animal welfare science provides a foundation to evaluate the
wellbeing of nonhuman animals, but it has neither been linked to the AI value alignment
problem nor have AI methods thoroughly been applied to animal welfare science.

Therefore, our main proposal is to provide AI systems access with to all types of data
of nonhuman animals according to animal welfare methods and let the AI systems analyze
the data. It is critical that the AI systems can access the raw data as opposed to human
conclusions based on them since humans tend to be self-serving and biased, e.g., due to
their interest in farm animals or in wildlife habitats, and less smart than the AI, and thus
are likely to be only imperfectly informed about animal welfare. In contrast, AI systems
may discover hidden or unknown patterns related to the wellbeing of nonhuman animals.

As described, a wealth of functional and behavioral data of nonhuman animals is
already available or can be collected, including PIT data and satellite/camera footage of
wild animals (e.g., https://www.wildlifeinsights.org, accessed on 11 April 2021). The
analysis capabilities of such sensory inputs using deep reinforcement learning [49] or
inverse reinforcement learning [50] have advanced significantly and may lead AI systems
to insights about the wellbeing of nonhuman animals, e.g., elephants [51], as has been
suggested already related to the wellbeing of humans [52].

Moreover, AI systems may be capable of harnessing those methods of animal welfare
science which are not yet advanced, such as direct communication with nonhuman animals,
which would enable self-reporting of values and interests [53], or the measurement of
wellbeing through correlated brain processes [19]. The measurement of brain processes
would provide for optimal functional indicators, while the above ones are mostly proxy
indicators.

For the second challenge regarding the large variety of species of nonhuman animals,
AI systems may be able, again based on a large amount of data and perhaps direct commu-
nication, to ascertain which species are sentient, and thus morally matter. Therefore, the
interests of all these species should be considered. However, as mentioned, this topic goes
beyond the scope of this article, also given that the impartial ascertainment of sentience of
beings would likely require rather advanced AI.

When it comes to endangered species the situation is different in the sense that the
value, which is self-preservation, is clear and that a value-aligned AI system would focus
on conservation without losing time. There are AI approaches towards conservation [54],

https://www.iucnredlist.org/
https://www.wildlifeinsights.org
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including the prevention of poaching [55], based on the analysis of behavioral data, as
introduced above.

2.5. Summary

The introduced approaches can be summarized by recapping three of Gabriel’s word-
ings [17]:

i. Expressed intentions: the agent does what I intend it to do.
This option, if projected on nonhuman animals, would mean that the AI does what

nonhuman animals intend to do. However, this requires self-reporting of their interests,
which is challenging, unless AI systems develop ways to communicate with nonhuman
animals.

ii. Revealed preferences: the agent does what my behavior reveals I prefer.
For this option, research on behavioral indicators of animal welfare has been intro-

duced.
iii. Interest or wellbeing: the agent does what is in my interest, or what is best for me,

objectively speaking.
For this option, research on functional indicators of animal welfare has been intro-

duced, ideally culminating in the identification of correlated brain processes for wellbeing.
For AI activities towards endangered species the setting differs since we assume the

interest of self-preservation of all species as given, thus directly instructed to AI systems.
In summary, the introduced methods of animal welfare science reveal mostly interests

of individual nonhuman animals as opposed to overall values of a whole species, let alone
overall values of all nonhuman animals. Many preferences of nonhuman animals tend to be
selfish, while only humans, despite the mentioned conflicting interests, may have concepts
of overall welfare for nonhuman animals. However, such overall ethical considerations of
nonhuman animals are critical for the subsequent subproblem of value aggregation.

3. Value Aggregation
3.1. Introduction

If all the challenges of the value extraction subproblem could be overcome, the ideal
scenario would be that all the extracted values are compatible, in which case there would
be no value aggregation subproblem. Yet, in our diverse world with a variety of human
values this is not the case, and even less so if nonhuman animals are incorporated as
shown below. Additionally, this problem has been a long-standing philosophical debate,
mostly for humans only [3]. Due to the immense challenges, even personal universes have
been envisaged as a solution [56]. Two main categories of approaches can be identified,
top-down and bottom-up [57].

A top-down approach implies that, based on the outcome of an ideally fair value
extraction, a decision is made about what ethical views the AI system should use. For
example, despite our pluralistic world, humans can agree on universal human rights [58].

Bottom-up approaches are also referred to as social choice and aim for AI systems
which integrate individual views. These approaches carry the advantages of being demo-
cratic as opposed to autocratic structures, yet also a range of challenges regarding practica-
bility and fairness [16,17,57].

A supplemental approach is CEV, which was mentioned above for individual value
extraction. Applied to value aggregation this means to ideally harness the intelligence
of the AI system to have such ethical views we would want “if we knew more, thought
faster, were more the people we wished we were, and had grown up farther together” [23]
(p. 6) [3].

3.2. Challenges

When incorporating nonhuman animals to the value alignment problem the following
additional challenges regarding the subproblem of value aggregation emerge:



Philosophies 2021, 6, 31 7 of 12

To address the fact that values and interests of humans and nonhuman animals are
conflicting, e.g., that many humans eat certain nonhuman animals and destroy habitats
of nonhuman animals (see also the third challenge above) or, vice versa, that certain
nonhuman animals kill humans.

To address the fact that certain short-term preferences of nonhuman animals are not
necessarily good for their long-term health, e.g., that nonhuman animals may eat unhealthy
food or lick and scratch wounds.

To address the fact that values and interests between species of nonhuman animals are
not only different (see above), but also conflicting, e.g., that predators kill and consume prey.

3.3. Non-AI Activities on Value Aggregation for NonHuman Animals

Regarding the conflicting values and interests of humans and nonhuman animals, the
practice of vegetarianism can be traced back to ancient times [59], yet factory farming is
still prevalent and, related to it, suffering is caused to nonhuman animals [38].

Additionally, humans continue to cause the loss of biodiversity and extinction of a
large number of species [60]. However, thousands of humans are also killed every year by
nonhuman animals and since ancient times humans have tried to protect themselves in
this regard, while any type of reconciliation between the species through value aggregation
seems unthinkable.

The second challenge about bad choices related to probabilistic outcomes can be
observed for humans [61] as well as for nonhuman animals, e.g., pigeons [62]. This issue
is especially critical when it comes to (long-term) health, which should be considered
as a fundamental element of animal welfare [33]. Therefore, some behavioral indicators
introduced above to extract values towards animal welfare may not be sufficient for optimal
value aggregation if humans and AI systems have the knowledge that certain behavior of
nonhuman animals may be pleasurable in the short run, but not healthy in the long run,
thus are actually deceptive indicators for animal welfare.

The baseline for the third challenge is the above insight that preferences of nonhuman
animals tend to be about the welfare of themselves and their kin, yet oblivious to universal
moral values. This is linked to the issue is that “evolution optimizes for reproductive
success rather than individual wellbeing”, which leads to enormous suffering of nonhuman
animals [63]. In the on-going debate about whether humans may attempt to intervene in
nature to reduce suffering of wild animals there are proponents [63,64] and opponents [65].
While the opponents, for example, warn of unintended ecological consequences, Tomasik
states that “cancer, malaria, sexual violence, and depression are all ‘natural’ outcomes of
evolution’s optimization process, yet we rightly consider them evils to be resisted; we
should encourage people to realize that the cruelties that nature inflicts on its nonhuman
inhabitants are just as ethically intolerable—indeed more so, since the number of organisms
affected in the latter case is orders of magnitude higher” [63]. For those who support
interventions to reduce the suffering of wild animals, the question arises of how these
interventions could be implemented without harm to the ecosystem.

While activities on a smaller scale, such as rescuing trapped and injured animals,
healing sick animals or caring for orphaned animals are on-going and not debated, Pearce’s
“Abolitionist Project” takes a more comprehensive approach, which calls for the use of
technology, such as genetic engineering, to abolish the suffering of nonhuman animals (as
well as of humans) and which, due to its technical challenges and due to its controversy,
has not commenced implementation [66,67].

3.4. Potential AI Approaches

We introduce approaches to how value aggregation for the AI value alignment prob-
lem could incorporate the interests of nonhuman animals while taking into account the
three challenges introduced above.

While acknowledging the difficulties of the top-down approach, the fairly successful
adoption of universal human rights within a diverse world of human values was introduced
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above [58], and a human rights-congruent AI could be an option for AI value alignment
for humans. In a similar manner, an AI congruent with human as well as with nonhuman
animal rights could be considered as desirable, while, as mentioned, the third subproblem
of the AI value alignment problem (i.e., how to instill these values into AI systems) is
beyond the scope of this article (this would, given that it is solvable, ensure that AI systems
respect the rights of both humans and nonhuman animals, which is similar to the status
quo of the current world).

However, the question arises of whether we should not aim for more by attempting to
let AI systems address the second and third challenge of the value aggregation problem
above for nonhuman animals too, which are, in short, that nonhuman animals make choices
that are not in their long-term interests and that many nonhuman animals cause other
nonhuman animals to suffer. In other words, similarly to the approaches of AI value
alignment for humans only, we would not merely aim to preserve the (not ideal) status
quo of nonhuman animals, but to improve the current condition by looking at bottom-up
as well as CEV approaches and by benefitting from the much larger potentials of the AI
systems.

The CEV approach appears suitable to tackle bad the choices of nonhuman animals. It
has been so far mostly explored for humans, but Bostrom posed the question of whether
the volition of (higher) animals should be considered [3] (p. 216). Therefore, if an AI system,
owing to its intelligence, can figure out long-term values of nonhuman animals, then it
could override during value aggregation the less smart preferences of nonhuman animals,
which it has extracted through the analysis of the behavioral data of nonhuman animals as
proposed above.

The issue of (wild) animal suffering is linked to the above finding that the individual
preferences of nonhuman animals are rather selfish, while overall animal utility approaches
are desirable, which can probably not be conceived by nonhuman animals, but by humans
and perhaps even better by AI systems. To tackle this, AI systems may support required
technologies as conceptualized by Pearce [66,67]. This entails two issues—that AI systems
are not only aware of the conflicting interests of the concerned wild animals, but are also
solution-oriented and willing to apply their much greater intelligence in this regard. If
this was successful, e.g., if predation could be prevented, this would also contribute to
the first challenge above regarding the conflicting interests of humans and nonhuman
animals in such a way that humans would not be killed anymore by nonhuman animals,
thus contributing to the safety of humans. However, the suffering of nonhuman animals is
not only caused by predators, but by various other causes triggering pain [11]. This could
potentially be addressed by AI systems developing specialized drugs, a field that is in early,
but promising stages for humans [68,69].

3.5. Summary

Firstly, the introduced approaches can be again summarized by recapping two further
wordings of Gabriel [17]:

iv. Informed preferences or desires: the agent does what I would want it to do if I
were rational and informed.

This option is suitable for the second challenge above and we introduced a proposal
that AI systems may apply CEV.

v. Values: the agent does what it morally ought to do, as defined by the individual or
society.

This option is suitable for the sixth challenge above and we introduced proposals how
AI systems may intervene in wild animal suffering.

In summary, it is a complex field and goes beyond the scope of this article how to
aggregate the values of humans and all nonhuman animals and to establish what are
actually desirable conditions in the long run and whether interventions would cause more
good than harm. However, an AI system may be a valuable advisor, provided it is a well
aligned, e.g., by applying CEV. An outcome that has to be avoided is that any AI system
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addresses the value aggregation for nonhuman animals through perverse instantiation [3]
in a way that (painless) annihilation of all nonhuman animals would also relieve them
from any suffering. This could be done through a critical weighting of the value of self-
preservation.

4. Conclusions

This article aimed to create awareness of a specific peril of AI, which is that without
appropriate actions AI systems may become existential as well as causing suffering risks
for nonhuman animals. In this regard the contributions of this article are as follows:

We discussed why the AI value alignment should also be concerned with the values,
preferences and interests of nonhuman animals, in addition to the values, preferences and
interests of humans.

We outlined the challenges for two subproblems—value extraction and value aggregati-
on—if these are extended to nonhuman animals, as well as potential AI approaches to
address these challenges, e.g., by applying methods of animal welfare science.

Although the above points add another layer of complication to the already very
hard AI value alignment problem, we believe it is ethically indispensable to include them
since dismissing them would be speciesism and could increase the suffering of nonhuman
animals or could lead to their extermination.

This article does not intend to provide solutions for longstanding problems such
as suffering of wild animals or answers to the questions of how to minimize overall net
suffering and what ideal states of wellbeing for nonhuman animals are, but the article
aims to look at methods so that AI systems become aware of as well as supportive of these
issues.

As for future work, it may have to be considered that there are further morally
relevant entities, which ought to be incorporated to AI value alignment too. Examples are
the environment [17], which is also linked to the wellbeing of humans as well as nonhuman
animals, or potentially other minds apart from humans and nonhuman animals [20].
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