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The study of nuclear architecture has benefited considerably from advances in 
microscopy technology and biochemical techniques in recent years. These advances 
have enabled both live cell and high-throughput imaging, with a more diverse range 
of nuclear constituents and perturbations. Disappointingly however, improvements 
in the capability to visualize nuclei have not been matched by enhancements in the 
quantitative analysis tools crucial to probing nuclear architecture.

We are of the opinion that careful and rigorous analysis is necessary at all stages 
of nuclear architecture studies to ensure reliable and reproducible results. In par-
ticular, we are concerned that there may sometimes be a preference for describing 
interesting phenomena in selected images, rather than quantitative description of 
measurements extracted from ‘replicate’ images containing multiple nuclei. This 
preference may arise from the difficulty of obtaining homogeneous replicate 
images for cells that are growing asynchronously or are in different physiological 
states. Furthermore experimental conditions for image capture, e.g. cell fixation 
and indirect immuno-labelling or even over-expression of fluorescent fusion 
proteins, can cause experimental perturbations leading to heterogeneity and the 
subsequent challenges of quantitative analysis. However, to make statistically 
secure statements, replication is essential. Another aspect that is perhaps under-
played is the three-dimensional (3D) nature of nuclei. Over-reliance on 2D repre-
sentations may be misleading.

The purpose of this book is to provide a snapshot of the current state of nuclear 
architecture studies, with equal attention on the details of both quantitative analysis 
and biological outcome. We are extremely fortunate to have been able to gather a 
diverse group of expert contributors to whom we extend our deepest gratitude for 
their efforts in making this book what it is.

It is worth commenting on the order of presentation of the contributed chapters. 
A traditional view might partition the book into parts, related to biological insights 
versus quantitative analysis, respectively. However, consistent with our vision for 
the evolution of the field, we prefer to interleave this material to represent the fun-
damentally inter-disciplinary nature of the problem.

In the first chapter, Graham Dellaire and colleagues focus on three important 
sub-nuclear domains and their link to cancer, namely PML bodies, nucleoli, and the 
perinucleolar compartment. They describe the functional roles of sub-nuclear 
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vi Foreword

bodies in tumour suppression and oncogenesis, suggesting sub-nuclear domain 
structure could provide new biomarkers for cancer diagnosis, detection and 
treatment.

PML bodies are also the discussed by Philip Umande and David Stephens, who 
illustrate the complexities and power of spatial point pattern analysis by analysing 
the spatial configuration of PML bodies. This chapter stresses some of the mathe-
matical background which is important to make quantitative analysis reliable.

The theme of quantitative analysis is continued by Christof Cremer and col-
leagues, who describe quantitative procedures for experimental and modelling 
approaches for probing human genomic architecture. This includes a 3D computer 
model of nuclear architecture used to explore chromosome aberrations and quanti-
tative modelling to explore the role of SC35 splicing speckles on nuclear genome 
structure.

Karl Rohr and co-authors describe sophisticated shape analysis and registration 
techniques to explore aspects of 3D architecture. The methodology is deployed to 
analyse the spatial preference of chromatin regions, revealing a variety of interest-
ing relationships.

Joanna Bridger and Ishita Mehta are concerned with the emerging study of the 
role played by nuclear actin and myosin isoforms as nuclear motor complexes 
involved in nuclear dynamics. They provide a detailed review of current work, and 
suggest avenues for future development.

Richard Russell and co-authors return to the theme of quantitative analysis of 
nuclear architecture, applying methods of spatial analysis to probe the configura-
tion of PML bodies in a variety of conditions. They also suggest an alternative 
shape analysis procedure to facilitate nuclear registration.

Dean Jackson takes a system view of gene transcription, particularly exploring 
the relationship between nuclear architecture, at various levels and how they con-
tribute toward the overall control of gene expression. This includes a description of 
recent work involving gene expression networks during gene induction, and how 
dynamic behaviour of chromatin fits with current architecture models.

It is clear from the work described in this book that the study of the cell nucleus 
is reaching an exciting phase where there is an increasing requirement for sophis-
ticated quantitative analyses. This is generating new interdisciplinary research 
avenues that will ultimately lead to the in silico construction of ‘virtual’ nuclei. 
Such advances will not only enable detailed understandings of diseases like cancer 
but will also allow more fundamental insights where biochemical interactions and 
transcriptional signalling networks will be integrated with meso-scale spatial 
models.

London, June 2010 Niall M. Adams
Paul S. Freemont
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Abstract  Cancer develops when genetic changes, such as the activation of oncogenes 
and inactivation of tumour suppressors, allow a cell to escape the normal growth 
and proliferation restrictions. These functional changes ultimately result in struc-
tural alterations at both the nuclear and cellular levels. As such, cell morphology 
and biological marker expression are some of the main criteria in tumour pathology 
for diagnosis and prognosis. The development of advanced microscopy techniques 
has provided a much more detailed map of the nuclear landscape, and because of 
this, structural changes in subnuclear bodies induced during oncogenesis can be 
readily visualized. This type of analysis has identified novel cancer biomarkers in 
the form of nuclear structures associated with malignancy, such as the perinucleo-
lar compartment (PNC). It has also allowed a much more detailed examination of 
nuclear body function, which has provided novel mechanisms and regulators of 
tumour suppression and oncogenesis. This chapter will focus on three of the most 
important subnuclear domains for cancer biology: promyelocytic leukemia nuclear 
bodies (PML NBs), the nucleolus, and the perinucleolar compartment (PNC).

Keywords  Promyelocytic leukemia bodies (PML NBs) • Nucleolus • Perinucleolar 
compartment (PNC) • Cancer • p53 • Tumour suppressor • Oncogene • Biomarkers
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Abbreviations

AgNORs	 Silver stained nucleolar organizer regions
AKT	 V-akt murine thymoma viral oncogene homolog 1
ALT	 Alternative lengthening of telomeres
APL	 Acute promyelocytic leukaemia
ARF	 Alternate reading frame protein
ASK1	 Mitogen-activated protein kinase kinase kinase 5
ATM	 Ataxia telangiectasia mutated
ATR	 ATM- and Rad3-related
ATRIP	 ATR-interacting protein
Bcl-2	 B-cell CLL/lymphoma 2
BCL2L11	 Bim/BCL2-like 11
Bop1	 Block of proliferation 1
BLM	 Bloom syndrome protein
Brca1	 Breast cancer 1
Br-U	 Bromouridine
CASP8AP2	 Caspase 8 associated protein 2
CBP	 CREB binding protein
CDK	 Cyclin-dependent kinase
CK1	 Casein kinase 1
CKII	 Casein kinase 2
CUG-BP	 CUG triplet repeat, RNA binding protein 1
DAXX	 Death-domain associated protein
DBA	 Diamond-Blackfan anemia
DC	 Dyskeratosis congenital
DKC1	 Dyskeratosis congenital, dyskerin
DFC	 Dense fribrillar component
E6AP	 E6-associated protein
ERK2	 Extracellular-signal-regulated protein kinase 2
FADD	 Fas (TNFRSF6)-associated via death domain
FCs	 Fibrillar centres
FLASH	 Flice-associated huge protein
FOXO	 Forkhead box
g-H2A.X	 Phosphorylated H2A.X
GC	 Granular component
HAUSP	 Herpes-associated ubiquitin-specific protease
HDAC1	 Histone deacetylase 1
HIC1	 Hypermethylated in cancer 1
HIPK2	 Homeodomain interacting protein kinase 2
hMSH6	 Human mutS homolog 2
HP1	 Heterochromatin protein 1
HPV	 Human papilloma virus
HSV1	 Herpes Simplex Virus 1
IAPs	 Inhibitor of apoptosis proteins
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IFNs	 Interferons
IGF-1	 Insulin-like growth factor 1
IkB	 Inhibitor of NF-kB
ING-1	 Inhibitor of growth 1
IRES	 Internal ribosome entry site
IRS	 Insulin receptor substrate
JNK	 c-Jun-N-terminal kinase
Kap1	 KRAB domain-associated protein 1
KSRP	 KH-type splicing regulatory protein
KSHV	 Karposi sarcoma-associated herpesvirus
LANA2	 Latency associated nuclear antigen 2
MAPK	 Mitogen-activated protein kinase
MDM2	 Mouse double minute 2
Mina53	 MYC induced nuclear antigen
Misu	 Myc-induced SUN domain-containing protein
Mre11	 Meiotic recombination 11
MRN	 Mre11, Rad50, NBS1
mRNA	 Messenger RNA
MTA2	 Metastasis-associated protein 2
mTOR	 Mammalian target of rapamycin
NBS1	 Nijmegen breakage syndrome 1
Nop2	 Nucleolar protein homolog (yeast) 2
NORs	 Nucleolar organizer regions
NPM	 Nucleophosmin
NF-kB	 Nuclear factor of kappa light polypeptide gene enhancer in B-cells 1
OPT	 Oct1, PTF transcription
PAWR	 PRKC, apoptosis, WT1, regulator
PI3K	 Phosphatidylinositol 3-kinase
PODs	 PML oncogenic domains
PML NBs	 Promyelocytic leukemia nuclear bodies
PNC	 Perinucleolar compartment
PP2A	 Protein phosphatase 2
pRB	 Retinoblastoma protein
pol	 Polymerase
PRMT1	 Protein arginine methyltransferase 1
PTEN	 Phosphatase and tensin homolog
PTB	 Polypyrimidine track binding protein
PTF	� PSE-binding factor subunit delta,small nuclear RNA activating com-

plex, polypeptide 2, 45kDa
RanBP2	 Ran Binding Protein 2
RARa	 Retinoic acid receptor alpha
RBCC	 RING zinc finger, two B-boxes and coiled-coil domain
rDNA	 Ribosomal DNA
RecQL4	 RecQ protein-like 4
RING	 Really interesting new gene
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RMRP	 RNA component of mitochondrial RNA processing endoribonuclease
RNF4	 Ring finger protein 4
RPLs	 Ribosomal proteins of the large subunit
RPSs	 Ribosomal proteins of the small subunit
rRNA	 Ribosomal RNA
RSK	 Ribosomal protein S6 kinase, RPS6KA1
SAHF	 Senescence-induced heterochromatin foci
scaRNA	 Small Cajal body RNA
SCE	 Sister-chromatid exchange
SENPs	 SUMO1/sentrin specific peptidase 1
SFCs	 Splicing factor compartments
SIM	 SUMO-interacting motif
SIRT1	 Sirtuin (silent mating type information regulation 2 homolog) 1
snRNPs	 Small nuclear ribonucleoproteins
SRP	 Signal recognition particle
SUMO	 Small ubiquitin modifier
TAF1	 TBP-associated factor 1
TCAB1	 Telomerase Cajal body protein 1
TERC	 Telomerase RNA component
TERT	 Telomerase reverse transcriptase
TGF-b	 Transforming growth factor beta
THAP1	 THAP domain containing apoptosisassociated protein 1
TIF-IA	 Transcription initiation factor IA
TIF-IB	 Transcription initiation factor IB
TIP60	 HIV-1 Tat interactive protein, KAT5 K(lysine) acetyltransferase 5
TNFa	 Tumour necrosis factor alpha
TNFSF10	 TRAIL/TNF superfamily, member 10
TopBP1	 Topoisomerase (DNA) II binding protein 1
TRF2	 Telomere repeat binding factor 2
TSA	 Trichostatin A
TTF-1	 Transcription terminator factor-1
SL1	 Promoter selectivity factor
UBC9	 Ubiquitin-conjugating enzyme E2I(UBC9 homolog, yeast)
UBF	 Upstream binding factor
USP7	 Ubiquitin specific protease 7
WRN	 Werner syndrome, RecQ helicase-like
YAP	 Yes-associated protein
ZIPK	 ZIP  kinase, death-associated protein kinase 3

1.1 � Introduction

The main criterion for cancer diagnosis and prognosis is the pathological 
evaluation of tumour tissue and/or cancer cells. This type of examination relies 
heavily on the morphology of and biological markers expressed by the cancer 



51  Nuclear Subdomains and Cancer

cells, which provide information on the cell of origin, differentiation status, 
and proliferation potential. Determining the proliferation potential of a tumour 
is important for identifying the aggressiveness of a given cancer, and because 
of this, the nucleus has garnered an important place in tumour pathology (Elias 
1997). However, because the origins of any cancer lie in the genetic changes 
it contains, the importance of the nucleus to cancer biology cannot be under-
scored too strongly. These genetic changes lead to alterations in gene and 
protein expression, inducing functional and ultimately structural changes 
within the cell that together facilitate carcinogenesis to occur.

The relationship between structure and function pervades biology, and the 
nucleus is no exception. As the storehouse of a cell’s genetic information, the 
nucleus performs many diverse and critical functions, including DNA replication, 
DNA damage sensing and repair, cell cycle regulation, control of apoptosis, RNA 
transcription (by RNA polymerases I, II, and III), RNA processing, ribonucleopro-
tein complex formation, and induction of cell senescence, all of which can and do 
function in carcinogenesis (Dundr and Misteli 2001; Balmain et al. 2003; Raska 
et al. 2006; Dellaire and Bazett-Jones 2007). The nuclear landscape is organized 
around these events, and as our knowledge of nuclear structure improves so too 
does our understanding of the processes themselves and how they are integrated 
and regulated.

The nucleus is first organized around the DNA itself. In humans, a nucleus 
of approximately 10 mm contains about 2 m of DNA, distributed among 46 
chromosomes (Dundr and Misteli 2001). The DNA in each chromosome is first 
compacted at the level of the nucleosome (Van Holde et al. 1980), and then this 
is further twisted and folded multiple times to generate chromosomes, which 
reside within the nucleus in distinct chromosome territories (Gilbert et  al. 
2005). Within the chromosomes, the chromatin is organized into regions of 
facultative and constitutive heterochromatin (which are highly compacted and 
transcriptionally inactive) and euchromatin (which is more relaxed and tran-
scriptionally active) (Delcuve et al. 2009). Interacting with the chromatin are 
numerous proteinaceous nuclear substructures (Fig. 1.1), the largest of which 
are the nucleoli. The other subnuclear organelles are the promyelocytic leuke-
mia nuclear bodies (PML NBs), nuclear speckles (splicing factor compartments, 
interchromatin granule clusters), Cajal bodies (coiled bodies), OPT (Oct1, PTF 
transcription) domains, gems, cleavage bodies, Polycomb Group bodies, Sam68 
nuclear bodies, and the perinucleolar compartment (PNC) (Dundr and Misteli 
2001; Spector 2001; Dellaire and Bazett-Jones 2007). Polycomb Group bodies 
are associated with pericentromeric heterochromatin, so they may be involved 
in gene silencing (Spector 2001). Nuclear speckles are thought to function in 
the assembly, maturation, and storage of snRNPs (small nuclear ribonucleopro-
teins), which function in messenger RNA (mRNA) splicing (Handwerger and 
Gall 2006). OPT domains are associated primarily with transcription factors, 
including PTF, Oct1, TBP, and Sp1, as well as RNA polymerase II (Pombo et al. 
1998). Cajal bodies, of which there are 1–10 per cell, function in snRNP modifi-
cation and assembly, as well as snoRNP (small nucleolar ribonucleoprotein) 
modification (Morris 2008). These modifications include methylations and 
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Fig. 1.1  The subnuclear bodies. (a) Cartoon depicting a landscape map of some of the nuclear bodies. 
Structure of the nucleolus: FC, fibrillar centre; DFC, dense fibrillar component; GC, granular compo-
nent. PNC, perinucleolar compartment; PML, PML NBs; CB, Cajal bodies; G, gem; Cl, cleavage body; 
NS, nuclear speckle. (b) Immunofluorescence image of nucleoli and PML NBs. A normal human dip-
loid fibroblast (NHDF) cell was stained with antibodies to nucleolin (red) to mark the nucleoli, and PML 
(green) to mark the PML NBs. (c) Immunofluorescence image of Cajal bodies and PML NBs. A NHDF 
cell was stained with antibodies to PML (green) for the PML NBs, and coilin (red) to visualize to the 
Cajal bodies (arrowheads). (d) Immunofluorescence image of nuclear speckles. A NHDF cell was stained 
with an antibody to SC35, a marker protein of nuclear speckles. (e) Immunofluorescence image of a PNC. 
The cell was immunolabeled with anti-fibrillarin antibody (green), which marks the nucleolus 
(arrowhead) and is co-labeled with anti-PTB antibody (red), which stains the PNC (arrow). The bar = 5 um. 
In all images, the cells have been countered stained with DAPI (blue) to visualize the DNA
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pseudouridylations that are specified by the scaRNAs (small Cajal body RNAs) 
(Morris 2008). Gems (gemini of Cajal bodies) colocalize with or are adjacent 
to Cajal bodies. These structures are enriched for SMN (survival of motor neurons), 
which is critical for the transport of snRNPs from the cytoplasm to the Cajal 
bodies (Morris 2008). Next, cleavage bodies, which also usually overlap with 
or lie adjacent to Cajal bodies, contain factors involved in the cleavage and 
polyadenylation steps of mRNA processing (Spector 2001). Therefore, the 
above mentioned structures mainly function in RNA polymerase II-dependent 
transcription and mRNA processing.

The nucleolus is the site of RNA polymerase I-dependent rRNA (ribosomal 
RNA) transcription and ribosome biogenesis. However, it also functions in the 
processing and maturation of non-nucleolar RNA and ribonucleoproteins, and in 
mRNA export. Furthermore, it has an important regulatory role with respect to the 
cell cycle, DNA replication, DNA repair, cell senescence, tumour suppression, 
and the cell stress response (Maggi and Weber 2005; Raska et al. 2006; Boisvert 
et  al. 2007; Dellaire and Bazett-Jones 2007; Montanaro et  al. 2008; Sirri et  al. 
2008). Like the nucleolus, PML NBs are plurifunctional, and function in gene 
transcription, tumour suppression, apoptosis, cell senescence, and DNA repair 
(Dellaire and Bazett-Jones 2004; Bernardi and Pandolfi 2007). Finally, Sam68 
nuclear bodies and the PNC are nuclear structures that are associated with the 
development of malignancy, as they are rarely observed in primary cells (Huang 
et al. 1997; Huang 2000; Norton et al. 2008a). They are also both associated with 
the nucleolus, and are thought to function in RNA metabolism (Huang 2000; 
Pollock and Huang 2009).

All of these substructures lack membranes, but they all contain defining sets 
of marker proteins, they can be morphologically identified by light and/or elec-
tron microscopy, and some of them can be biochemically purified (Dundr and 
Misteli 2001). Because these nuclear bodies lack membranes, how they exist as 
distinct entities within the nucleus is not completely understood; however, it is 
clear that ongoing cellular processes (such as rRNA transcription for the nucle-
olus) and self-associatio of proteins (such as for the PML protein in PML NBs 
and coilin in Cajal bodies) are capable of seeding the assembly of many of these 
bodies (Hernandez-Verdun 2006a; Rippe 2007; Emmott and Hiscox 2009; 
Matera et al. 2009). As described above, most of these structures are involved 
in nuclear processes such as RNA transcription, splicing, and/or ribonucleopro-
tein assembly, and some also make physical contacts with chromatin, such as 
with the nucleolus and PML NBs (Dellaire and Bazett-Jones 2004; Raska et al. 
2006). Because of this, some of these bodies undergo dramatic reorganizations 
during S phase when the DNA is being replicated (Dellaire et al. 2006b) and/
or during mitosis (Sirri et al. 2008). Furthermore, most also respond to system 
perturbation, such as during transcriptional inhibition, DNA damage, cell 
stress, growth factor induction, and apoptosis. It is perhaps not surprising then 
that tumour suppressors and oncoproteins that affect these processes can also 
affect the structure and stability of these bodies (Dundr and Misteli 2001; 
Raska et al. 2006; Dellaire and Bazett-Jones 2007; Derenzini et al. 2009).
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Nuclear bodies can also function beyond RNA metabolism, and, as described 
above, directly affect pathways such as the growth regulation, DNA repair, cell 
cycle checkpoint regulation, the cell stress response, apoptosis, tumour suppression, 
telomere maintenance, and senescence (Dellaire and Bazett-Jones 2004; Raska et al. 
2006; Bernardi and Pandolfi 2007; Boisvert et al. 2007; Dellaire and Bazett-Jones 
2007; Salomoni et al. 2008; Sirri et al. 2008). Therefore, nuclear bodies are signifi-
cant for cancer biology because (1) they can be physically affected by changes 
occurring during carcinogenesis, allowing them to be used as cancer biomarkers, 
(2) their functions are directly related to tumour suppression and mutations in their 
constituent proteins can impact oncogenesis, and (3) their normal functions can be 
harnessed to fuel malignancy (Maggi and Weber 2005; Bernardi and Pandolfi 2007; 
Dellaire and Bazett-Jones 2007; Montanaro et al. 2008; Derenzini et al. 2009). This 
review will focus on three of the most important nuclear bodies for cancer biology: 
PML NBs, nucleoli, and the perinucleolar compartment. PML NBs and nucleoli are 
normal nuclear structures that provide critical tumour suppressive, and, in the case 
of the nucleolus, oncogenesis-supporting functions. On the other hand, the PNC 
represents a nuclear structure that is acquired during malignant adaptation. However, 
it is important to note that none of these nuclear bodies exist in isolation. As will be 
discussed at the end of the chapter, just as their protein and RNA constituents are in 
constant flux, trafficking between nuclear substructures in coordination with 
changes in cell state, so too are their functions coordinated in tumour suppression 
and oncogenesis.

1.2 � Promyelocytic Leukemia Nuclear Bodies  
and Tumour Suppression

The promyelocytic leukemia (PML) nuclear body (NB) is a protein-rich subnuclear 
domain first identified by anti-nuclear antibodies in the serum of patients with primary 
biliary cirrhosis (Szostecki et  al. 1990; Sternsdorf et al. 1995). These bodies are 
also referred to in the literature as PML oncogenic domains (PODs), nuclear 
domain 10 (ND10) or PML nuclear domains (PML-NDs). PML NBs have been 
studied predominately in mammalian cells, they number between 10–30 bodies per 
cell and range from 0.3–1.0 mm in diameter (Fig.  1.1). PML NBs are highly 
dynamic, changing in number and biochemical composition during the cell cycle 
and in response to cellular stress. Although more than 70 proteins have been found 
to localise to the PML NB (see: Nuclear Protein Database (Dellaire et al. 2003), the 
main structural component is the PML protein. Although no identifiable homo-
logues of the PML protein have been found in non-vertebrate species or single cell 
eukaryotes, the PML protein is expressed in several vertebrate species including 
mammals, marsupials and the chicken.

The gene encoding PML was initially identified at the break point of a common 
translocation, t(15;17), associated with the development of acute promyelocytic 
leukemia (APL), that juxtaposes the PML gene on chromosome 15 with the 
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retinoic acid receptor alpha (RARa) on chromosome 17 (de The et  al. 1991; 
Kakizuka et  al. 1991). As a consequence a potent oncogene is created by the 
fusion of these gene sequences, and the expression of the PML-RARa protein 
disrupts PML NB formation as well as altering the cell survival and differentia-
tion of promyelocytes, which leads to the development of APL. Treatment of 
APL with retinoic acid or arsenic trioxide triggers the degradation of the PML-
RARa protein, which in turn leads to the reformation of PML NBs and remission 
of the leukemia by restoring normal differentiation of promyelocytes during 
hematopoiesis (Zhu et al. 2001). A role for PML in tumour suppression of other 
malignancies is supported by the observation of reduced PML protein levels in 
solid tumours of diverse histological origin (Gurrieri et al. 2004) and the increased 
susceptibility of PML knock-out mice to cancer following treatment with 
carcinogens (Wang et al. 1998b). Reduced PML NB number correlates with the 
development of prostate and colon cancer (Gurrieri et al. 2004) and PML knock-
out mice are prone to prostate hyperplasia, a hallmark of the initiation of prostate 
cancer (Trotman et al. 2006). In addition, recent evidence also suggests that loss 
of the PML gene expression is also associated with hyperproliferation of stem 
cells in the brain and the mammary gland, and that PML expression is required 
for the maintenance of stem cell-like Leukemia Initiating Cells (LICs) (reviewed 
in [Salomoni 2009]).

PML NB structure and composition is believed to play a role in determining 
the cellular function of these bodies. Their protein composition is regulated by 
expression of different isoforms of the PML protein as well as the post-translational 
modification of these isoforms by the small ubiquitin modifier (SUMO). At least 
seven canonical isoforms of PML, expressed from a single gene (PML I through 
VII), have been characterised (Jensen et  al. 2001). These isoforms contain a 
highly conserved invariant N-terminus consisting of a Really Interesting New 
Gene (RING) zinc finger, two B-boxes and coiled-coil domain (RBCC), encoded 
by the first four exons, followed by alternative C-terminal exons. These isoforms 
exhibit distinct protein interactions, and when over-expressed, produce morpho-
logically distinct PML NBs (Condemine et al. 2006). All of the isoforms with the 
exception of the cytoplasmic isoform PML-VII, contain a nuclear localisation 
signal (NLS) encoded within exon 6. PML NB formation and the localisation of 
several canonical nuclear body components, including SP100 and DAXX, requires 
the post-translational modification of PML by SUMO (Ishov et al. 1999; Zhong 
et al. 2000a; Shen et al. 2006). PML is sumoylated on several lysine residues (K65 
in the Ring finger domain, K160, and K490 within the NLS) by SUMO isoforms 
1–3 (Sternsdorf et al. 1997; Fu et al. 2005). The sixth exon of PML isoforms I-VI 
also contains a SUMO-interaction motif (SIM). The hetero-oligomerization of 
different isoforms of PML, via binding of the SIM of one isoform to the SUMO-
modified lysines of other PML isoforms, contributes to PML NB formation (Shen 
et al. 2006).

In addition to tumour suppression, PML NBs have been implicated in a number of 
cellular functions including host viral defense, the post-translational modification and 
proteolysis of proteins, transcriptional and post-transcriptional gene regulation, DNA 
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damage signaling, telomere maintenance, cell senescence and apoptosis (reviewed in 
[Dellaire and Bazett-Jones 2004; Bernardi and Pandolfi 2007]). It is believed that the 
PML NB may contribute to these processes, most of which play a role in tumour 
suppression, by sequestering or releasing protein factors to and from the nucleoplasm, 
and/or facilitating their post-translational modification or degradation. As such, the 
PML NB may represent an important cellular node within the nucleus for the integra-
tion of complex signaling pathways that together maintain appropriate cell growth 
and differentiation. In this chapter, we will summarize the evidence supporting a 
multi-faceted role for PML and PML NBs in tumour suppression.

1.2.1 � PML Plays a Role in Multiple Tumour  
Suppressor Pathways

There are many parallels that can be drawn between the classical tumour suppressor 
p53 and PML. Similar to TP53 knock-out mice, at first glance PML null mice 
appear healthy and viable until challenged with carcinogens or radiation, at which 
time a propensity for the development of neoplasms becomes apparent (Harvey 
et al. 1993; Kemp et al. 1994; Wang et al. 1998a). Like p53, PML appears to be 
quite promiscuous in its protein-protein interactions and both proteins have been 
implicated in transcriptional regulation, DNA damage signaling, apoptosis, and in 
cell senescence (Dellaire and Bazett-Jones 2004; Bernardi and Pandolfi 2007; 
Junttila and Evan 2009; Levine and Oren 2009). Finally, both proteins are modi-
fied by SUMOylation (Sternsdorf et al. 1997; Gostissa et al. 1999), the levels of 
p53 and PML are tightly regulated through ubiquitin-mediated protein degradation 
(Scheffner et  al. 1993; Lallemand-Breitenbach et  al. 2008; Tatham et  al. 2008), 
and reduced levels of these factors are associated with the development of cancer 
in multiple tissues (Chang et al. 1993; Gurrieri et al. 2004). PML and PML NBs 
are also directly implicated in the regulation of p53 and a number of other tumour 
suppressor pathways, summarised in Table  1.1 (reviewed in [Salomoni and 
Pandolfi 2002; Salomoni et al. 2008]). In this section, we will focus on the regula-
tion of p53 by PML, which serves as a useful paradigm for understanding the 
possible mechanisms by which this nuclear body might regulate different tumour 
suppressor pathways.

1.2.1.1 � The Regulation of p53 Function by PML: A Paradigm  
for PML NB Function in Tumour Suppression

The tumour suppressor p53 is an important regulator of the cell cycle that is 
often found mutated in all forms of cancer. Loss of p53 function impairs the 
ability of the cell to make cell fate decisions following genotoxic stress including 
initiating cell cycle arrest and apoptosis. Normally, levels of p53 are kept low by 
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Table 1.1  Tumour suppressor pathways associated with PML and PML NBs

Pathway Protein Notes Reference

Cell cycle regulation and cellular senescence
 p53 Act, Exp, IP, 

NB, Stbl
Pearson et al. 2000; Ferbeyre et al. 2000; 

Guo et al. 2000; D’Orazi et al. 2002; 
Hofmann et al. 2002

pRb IP, NB Alcalay et al. 1998
SIRT1 NB, IP Langley et al. 2002

DNA damage signaling and apoptosis
ATM NB Stagno D’Alcontres et al. 2007
ATR NBa, P Barr et al. 2003; Bernardi et al. 2004
BLM NB Ishov et al. 1999
Chk2 Act, IP, NB, P Yang et al. 2002; Yang et al. 2006
CK1 IP Alsheich–Bartok et al. 2008
CK2 P, Deg Scaglioni et al. 2006
DAXX IP, NB Ishov et al. 1999
FLASH NB Milovic–Holm et al. 2007
HAUSP Degb, NB Everett et al. 1997; Everett et al. 1998
HIPK2 NB, P D’Orazi et al. 2002; Hofmann et al. 2002; 

Gresko et al. 2009
Mdm2 IP, NB Kurki et al. 2003; Bernardi et al. 2004
MRE11 Act, Meth, NBc Lombard and Guarente 2000;  

Boisvert et al. 2005
NBS1 NBa, c Lombard and Guarente 2000;  

Wu et al. 2000; Naka et al. 2002
p63 Act, Stbl Bernassola et al. 2005
p73 Act, Stbl Bernassola et al. 2004
Par-4 NB Kawai et al. 2003; Roussigne et al. 2003
PIAS4 NBd Sachdev et al. 2001; Sun et al. 2005
Pin1 Deg, IP, NBd Reineke et al. 2008
Rad50 NBa, c Xu et al. 2003
RASSF1C NBd Kitagawa et al. 2006
RPA NBa, d Barr et al. 2003; Dellaire et al. 2006b
THAP1 NB Roussigne et al. 2003
TIP60 NB, Stbl Cheng et al. 2008; Wu et al. 2009
TopBP1 NB, Stbl Xu et al. 2003
YAP NB, Sumo Strano et al. 2005; Lapi et al. 2008
ZIPK NB Kawai et al. 2003

Regulation of protein synthesis
mTOR NB Bernardi et al. 2006
eIF4E IP, NBd, f Lai and Borden 2000; Scheper et al. 2003

TGF-b signaling
SARA IP, CB Lin et al. 2004
SMAD2/3 IP, CB Lin et al. 2004
SnoN IP, NB Pan et al. 2009

PI3/PTEN/AKT signaling
PTEN NB Song et al. 2008
AKT IP, NBe Trotman et al. 2006

(continued)
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ubiquitin-mediated proteolytic degradation through the action of Mdm2, which 
is an E3 ligase that ubiquitinates p53 (reviewed in [Kruse and Gu 2009]). When 
the DNA of a cell is damaged, p53 is no longer degraded and accumulates in the 
cell, in addition p53 is post-translationally modified promoting its ability to act 
as a transcriptional activator of important genes involved in cell cycle regulation 
(e.g. the CDK2 inhibitor p21) and apoptosis (e.g. Puma, Bax and Noxa) 
(Menendez et al. 2009). PML knock-out mice show impaired activation of p53 
in response to genotoxic stress (Guo et al. 2000). As we will discuss below, this 
phenotype can partly be explained by the fact that PML and PML NBs play an 
important role in both the post-translational modification and stabilization of p53.

The earliest studies to identify a regulatory role for PML in p53 function 
involved the study of Ras-induced senescence (Ferbeyre et al. 2000; Pearson et al. 
2000). When cells express an oncogenic form of the Ras GTPase (e.g. Ras V12), 
both PML and p53 protein levels increase resulting in the induction of p53 response 
genes such as p21 that arrest cell growth and contribute to senescence (Ferbeyre 
et al. 2000). Acetylation and activation of p53 in this context requires PML NBs, 
which act as sites for the co-accumulation of p53 and its acetyltransferase CBP/
p300. Ras-induced senescence can be blocked by the expression of the adenovirus 
oncoprotein E1A, which disrupts PML NBs and prevents p53 phosphorylation, 
providing further evidence that PML NBs are required for p53 activation in 
response to oncogenic Ras (Ferbeyre et al. 2000).

PML NBs are also sites of the accumulation and post-translational modification 
of p53 following UV-irradiation (D’Orazi et al. 2002; Hofmann et al. 2002). In this 
context, p53 is recruited to PML NBs with CBP and HIPK2, which act together to 
activate p53 by acetylation on Lys382 and phosphorylation on Ser46, respectively. 
Acetylation of p53 at Lys382 is antagonized by the SIRT1, a homologue of the 
yeast NAD-dependent deacetylase known as silent information regulator 2 (Sir2) 
(Langley et  al. 2002). SIRT1 localises to PML NBs and inhibits oncogenic 
Ras-mediated senescence by inhibiting the activation of p53 by deacetylating 
Lys382. Lys382 of p53 may also be targeted by HDAC1, which is recruited to 
deacetylate p53 via both the KRAB domain-associated protein 1 (Kap1) (Wang et al. 2005) 

Table 1.1  (continued)

Pathway Protein Notes Reference

NF-kB

RelA/p65 IP, NBd Wu et al. 2003
Wnt/b-catenin signaling

b-catenin IP, NBd Shtutman et al. 2002

Notes: Act = activation regulated by PML; CB = colocalises with cytoplasmic PML bodies;  
Deg = controls degradation of PML; Exp = controls PML gene expression; IP = immunoprecipitated 
with PML; NB = localised to PML NBs; Meth = arginine methylated at PML NBs; P = phosphory
lates PML; Stbl = protein levels stabilized by PML; Sumo = Sumoylation promoted by PML;  
ain ALT cells or after DNA damage; bin the context of herpes virus infection; ccell cycle-dependent; 
dpartial colocalisation or juxtapositioning with PML NBs; ephospho-form of AKT; fassociation 
with PML NBs may be antibody or fixation-dependent



131  Nuclear Subdomains and Cancer

and the metastasis-associated protein 2 (MTA2) (Luo et al. 2000). Another protein 
acetylase, Tat-interactive protein 60 (TIP60), also localises to PML NBs following 
UV-mediated DNA damage (Cheng et  al. 2008). UV-irradiation promotes TIP60 
SUMOylation, which in turn increases the acetyltransferase activity of TIP60 
and leads to its association with PML NBs (Cheng et al. 2008). TIP60 is able 
to acetylate Lys120 of p53, a modification that was shown to facilitate p53-
dependent apoptosis (Sykes et  al. 2006; Yang et  al. 2006). The association of 
TIP60 with PML also protects the acetyltransferase from ubiquitination and 
proteasomal degradation by disrupting its interaction with Mdm2 (Wu et al. 2009). 
Thus, p53 function is regulated by acetylation at PML NBs by both CBP and 
TIP60.

The recruitment of p53 to PML NBs is mediated in part by the interaction of PML 
with the DNA binding domain of p53 (Fogal et al. 2000; Guo et al. 2000). Although 
when over-expressed in normal human fibroblasts several isoforms of PML can 
recruit p53 to PML NBs (i.e. PML I-V) (Bischof et al. 2002), PML isoform IV binds 
most efficiently to p53 (Guo et al. 2000) and is primarily responsible for stabilizing and 
activating the tumour suppressor (Bischof et al. 2002). However, the over-expression 
of PML IV alone in PML −/− murine embryonic fibroblasts fails to induce senes-
cence (Bischof et  al. 2002). These data serve to highlight the importance of PML 
isoforms in regulating cell growth and imply that hetero-oligomerization of PML IV 
with other isoforms of PML is a requirement for the post-translational modification 
and activation of p53.

PML can also regulate the p53 protein by a second mechanism, which 
involves inhibiting the ubiquitination of p53 by the E3-ligase Mdm2 (Kurki 
et  al. 2003). PML can interact with both p53 and Mdm2, and therefore it is 
thought that either the formation of a trimeric complex between these proteins 
inhibits Mdm2-mediated ubiquitination of p53, or that PML sequestration of 
Mdm2 prevents it interaction with p53, for example at the nucleolus following 
DNA damage (Kurki et al. 2003; Bernardi et al. 2004). Alternately or in addi-
tion, PML may inhibit the ability of Mdm2 to target p53 by promoting the phos-
phorylation of p53 by Chk2 and CK1 on Ser20 and Thr18, respectively 
(Louria-Hayon et al. 2003; Alsheich-Bartok et al. 2008). Although it is unclear 
if PML directly affects the enzymatic activity of CK1, Chk2 autophosphoryla-
tion and activation is mediated by PML (Yang et al. 2006), and the co-recruitment 
of p53 and Chk2 at PML NBs could facilitate p53 phosphorylation (Louria-
Hayon et al. 2003).

Recently, yet another mechanism of p53 stabilization by PML has emerged 
involving the ubiquitin-specific protease 7 (USP7), also known as the herpes-
associated ubiquitin-specific protease (HAUSP) (Everett et al. 1997). PML was 
shown to promote the de-ubiquitination of p53 by USP7 (Li et  al. 2002). 
USP7 is found to colocalise to a subset of PML NBs (Everett et al. 1997) and 
thus the co-recruitment of USP7 and p53 at PML NBs could mediate the 
de-ubiquitination and stabilization of p53. In addition, under steady-stated condi-
tions USP7 can form a ternary complex with Mdm2 and the PML NB-associated 
protein DAXX, enhancing Mdm2 stability (Li et  al. 2004; Tang et  al. 2006). 
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Following DNA damage, Mdm2 dissociates from DAXX and levels of Mdm2 
decrease as its ubiquitinated form accumulates and is degraded by the protea-
some (Tang et al. 2006).

The examples of p53 regulation by PML described above highlight several general 
mechanisms by which PML and PML NBs contribute to the regulation of tumour 
suppression. The first is the sequestration and/or post-translational modification of 
tumour suppressors by enzymes that co-accumulate at PML NBs. For example, 
PML modulates the acetylation and stabilization of both the p53 and p73 tumour 
suppressors (D’Orazi et al. 2002; Hofmann et al. 2002; Bernassola et al. 2004), the 
dephosphorylation of activated AKT (Trotman et al. 2006), the arginine methylation 
and activation of the DNA repair protein MRE11 (Boisvert et  al. 2005), and the 
sumoylation and stabilization of the breast tumour suppressor known as the Yes-
associated protein (YAP) (Lapi et al. 2008; Yuan et al. 2008). A second mechanism 
involves the modulation of tumour suppressor protein levels through modulation of 
ubiquitin-mediated proteasomal degradation. For example, PML can disrupt protein 
interactions between the ubiquitin E3 ligase Mdm2 and p53 (Kurki et  al. 2003; 
Bernardi et  al. 2004), and inhibits the proteasomal degradation of p63, p73 and 
YAP (Bernassola et  al. 2004; Bernassola et  al. 2005; Lapi et  al. 2008). A third 
mechanism involves PML isoform-specific recruitment to PML NBs and/or activa-
tion of a given tumour suppressor, which enables fine-tuning of tumour suppressor 
regulation irrespective of PML protein levels through alternative splicing of the 
PML gene; as exemplified by the specific activation of p53 by PML isoform IV 
(Fogal et al. 2000; Guo et al. 2000; Bischof et al. 2002). Finally, in some cases there 
exists an additional mechanism for fine-tuning tumour suppressor activity, which 
involves a positive feedback loop where increased protein levels of the tumour sup-
pressor contributes to increased levels of PML via direct transcriptional activation 
of the PML gene. This fourth mechanisms is involved in the co-regulation of PML 
protein levels with both p53 and p73/YAP gene expression (de Stanchina et  al. 
2004; Lapi et al. 2008).

1.2.1.2 � PML NBs and the Response to Genotoxic Stress

Mutations arising from an inappropriate response to DNA damage contribute to 
genome instability and to the development and progression of cancer. As we have 
discussed above, the PML protein and PML NBs regulate multiple tumour suppressor 
pathways including p53, which regulates both a cell cycle arrest and apoptosis in 
response to DNA damage. PML was initial implicated in DNA repair signaling 
through p53, as PML knock-out mice exhibit an enhanced resistance to radiation 
induced apoptosis due to attenuated p53 activation (Guo et al. 2000). However, PML 
NBs have also been implicated in other aspects of DNA recombination and repair 
(reviewed in [Dellaire and Bazett-Jones 2004]). For example, PML NBs may play a 
role in the recombination mechanisms responsible for the alternative lengthening 
of telomeres (ALT) in telomerase-negative tumour cells (Yeager et  al. 1999), in 
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sister-chromatid exchange (SCE) via regulation of the Bloom syndrome helicase 
(BLM) (Zhong et al. 1999), and in the activation of the checkpoint kinase 2 (Chk2) 
following DNA damage (Yang et al. 2006). Therefore, it is likely that PML may also 
contribute to tumour suppression by modulating DNA damage signaling and/or 
repair independently of its role in p53 activation.

One possible mechanism by which PML NBs contribute to DNA damage signal-
ing is through the sequestration/release of DNA repair factors and/or their post-
translational modification, some examples of which are listed in Table 1.1 (reviewed 
in [Dellaire and Bazett-Jones 2004]). One example is the MRE11/RAD50/NBS1 
(MRN) complex, which localises to PML NBs in G2 cells prior to DNA damage by 
ionizing radiation, after which these proteins are released to accumulate at DNA 
breaks (Lombard and Guarente 2000; Mirzoeva and Petrini 2001). Following the 
repair of these DNA breaks, the MRN complex relocalises once more to PML NBs 
(Mirzoeva and Petrini 2001), an interaction that may be mediated by the association 
of NBS1 with the PML NB component SP100 (Naka et  al. 2002). It has been 
recently shown by Richard and colleagues that the endonuclease activity of MRE11 
may become activated by arginine methylation through co-localisation with the 
protein arginine methyltransferase 1 (PRMT1) at PML NBs (Boisvert et al. 2005). 
Similarly, localisation of Chk2 kinase at PML NBs can contribute to its activation 
following DNA damage by promoting its autophosphorylation (Yang et al. 2006).

Another DNA repair kinase that associates with PML NBs is the ataxia-telageictasia 
mutated and Rad3-related kinase (ATR), which appears to constitutively localise to 
PML NBs with the replication protein A (RPA) in ALT cells prior to its release in 
response to DNA damage (Barr et  al. 2003). In normal human fibroblasts, ATR 
does not appear to associate with PML NBs and RPA only associates with PML 
NBs after DNA damage, where it is found to be juxtaposed to PML NBs after 
etoposide treatment in cells arrested in S- or G2-phase of the cell cycle (Dellaire 
et al. 2006a). ATR kinase is recruited to single-stranded breaks after DNA damage 
by the ATR-interacting protein (ATRIP), which forms a complex with single-
stranded DNA coated with RPA (Cortez et al. 2001; Zou and Elledge 2003). The 
DNA damage response protein TopBP1 also associates with the ATR/ATRIP com-
plex leading to the activation of ATR kinase (Kumagai et al. 2006). TopBP1 protein 
levels are stabilized by PML expression and, in contrast to the MRN complex, 
TopBP1 only localises to PML NBs after DNA damage by ionising radiation (Xu et al. 
2003). After DNA damage, TopBP1 foci form at PML bodies as soon as 1 h post 
irradiation and by 8 h these foci also contain Rad50, ataxia-telangiectasia mutated 
(ATM), breast cancer 1 (Brca1), and BLM (Xu et al. 2003). The possible role in 
DNA damage signaling played by the accumulation of TopBP1 in PML NBs is 
unknown. Nonetheless, it is tempting to speculate that its sequestration in these 
bodies could be regulating ATR kinase activity to promote DNA repair within DNA 
surrounding the body or to inhibit ATR function in the nucleoplasm.

PML NBs may also serve as sites for the sequestration of unrepaired DNA breaks 
and/or platforms for DNA damage signaling. For example, PML NBs are often 
found juxtaposed to focal accumulations of damaged chromatin, known as DNA 
repair foci, containing the phosphorylated histone variant H2A.X, at late time points 
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following DNA damage (Carbone et al. 2002; Dellaire et al. 2006a; Dellaire et al. 
2009). These so-called late DNA repair foci associate with PML NBs at time points 
much later than described for the accumulation of TopBP1 (i.e. 18 h versus 1–8 h), 
and are speculated to represent unrepaired DNA breaks that may be essential structures 
for the amplification of the G1 checkpoint following DNA damage (Yamauchi et al. 
2008). In yeast persistent DNA breaks are recruited to another subnuclear domain, 
the nuclear lamina, where they remain sequestered preventing inappropriate recom-
bination with the rest of the genome (Schober et al. 2009; Oza and Peterson 2010). 
Yeast lack a PML gene homologue and as a result it is believed that they do not have 
PML NBs. Therefore, we have speculated that in mammalian cells, rather than 
sequestration of persistent breaks only at the nuclear lamina breaks may be also 
sequestered at PML NBs (Dellaire et al. 2009).

Although a direct role for PML NBs in DNA repair has yet to be elucidated, 
PML NBs can also accumulate single-stranded DNA in ALT cells that is enhanced 
by UV-irradiation (Boe et al. 2006), and appear to play a role in the replication of 
DNA tumour virus genomes (Everett 2001). Similarly, PML NBs may also play a 
role in the replication of mammalian DNA by regulating the localisation and func-
tion of BLM during S-phase (Zhong et al. 1999; Eladad et al. 2005). The BLM gene 
is mutated in Bloom syndrome, an autosomal recessive genomic instability syn-
drome characterized by high levels of sister chromatid-exchange (SCE) (reviewed 
in [German et al. 1996]) and the BLM protein localises to PML NBs in G1/S of the 
cell cycle (Zhong et al. 1999). PML null fibroblasts that lack PML NBs exhibit high 
levels of SCE, presumably due to the mislocalisation or regulation of BLM (Zhong 
et al. 1999). The localisation of BLM to PML NBs is regulated by its sumoylation, 
and BLM mutants that cannot be sumoylated induce DNA damage foci containing 
BLM, Brca1 and g-H2A.X (Eladad et al. 2005). Together these data support a pos-
sible role for PML NBs in preventing genomic instability during S-phase.

Finally, PML NBs can respond to changes in chromatin structure during both 
S-phase (Dellaire et al. 2006b) and following DNA damage by increasing in number 
(Mirzoeva and Petrini 2001; Carbone et al. 2002), a process that requires NBS1 and is 
regulated by ATM, ATR and Chk2 kinase (Dellaire et al. 2006a). As such, changes in 
the PML NB number may represent an important biomarker for proliferation within 
tumour biopsies, or genomic instability associated with oncogenic transformation. 
Equally, PML NB number could also be used to monitor the efficacy of radiation or 
chemotherapy treatment of cancer by providing a high level read-out of the integrity of 
DNA damage pathways including ATM, ATR and Chk2 kinase (Dellaire et al. 2006a).

1.2.1.3 � PML Controls Cellular Fate by Mediating Apoptosis  
and Cellular Senescence

In the discussion of the multiple roles of PML and PML NBs in tumour suppres-
sion, there is a common thread involving cell fate decisions in response to cellular 
stress or in development and differentiation. One of the best studied examples of 
PML NBs controlling cell fate is during programmed cell death or apoptosis 
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(reviewed in [Bernardi et al. 2008; Krieghoff-Henning and Hofmann 2008]). As we 
discussed with respect to the role of PML in regulating p53 activation following 
DNA damage, loss of PML impairs the cell’s decision to trigger apoptosis in 
response to genotoxic stress (Guo et al. 2000). In the absence of p53 function, PML 
can contribute to apoptosis through its interaction and phosphorylation by the Chk2 
kinase (Yang et  al. 2002). PML is phosphorylated on S117 by Chk2 kinase and 
mutation of this site to alanine, preventing its phosphorylation, can impair apopto-
sis in response to ionizing radiation (Yang et al. 2002). PML can also contribute to 
arsenic trioxide-induced apoptosis by mediating the autophosphorylation and acti-
vation of Chk2 (Yang et al. 2006). It is also clear that PML can mediate apoptosis 
through different pathways depending on the type of genotoxic stress. For example, 
PML is implicated in UV-induced apoptosis, which is p53-independent and 
requires the c-Jun-N-terminal kinase (JNK)/c-Jun pathway (reviewed in [Bernardi 
et al. 2008]). Primary murine fibroblasts that do not express PML are resistant to 
UV-induced apoptosis and c-Jun transcriptional activity, which is normally acti-
vated in response to UV light, is impaired (Salomoni et al. 2005). Although it is 
unclear how PML regulates c-Jun transcriptional activity, the co-localisation of 
PML and c-Jun following UV-irradiation (Salomoni et al. 2005) is reminiscent of 
the interaction with p53 following DNA damage (D’Orazi et al. 2002; Hofmann 
et  al. 2002). Therefore it has been suggested that like p53, c-Jun may be post-
translationally modified at PML NBs following UV-irradiation leading to its activa-
tion (Bernardi et al. 2008).

In addition to DNA damage-induced apoptosis, loss of PML gene expression 
also impairs several other extrinsic pathways of apoptosis, including programmed 
cell death by Fas, tumour necrosis factor alpha (TNF), treatment with ceramide 
and type I and II interferons (IFNs) (Wang et al. 1998b). For example, apoptosis 
signaling through the CD95/Fas receptor, involves the PML NB associated pro-
tein DAXX (Yang et al. 1997), and PML is required for the proapoptotic func-
tions of DAXX both in response to Fas and mitogenic activation in murine 
splenocytes (Wang et al. 1998b; Zhong et al. 2000b). Activation of the Fas receptor 
by its ligand leads to recruitment of the Fas-associated death domain (FADD) 
protein, which in turn activates both caspase-8 and the JNK pathway (reviewed 
in [Salomoni and Khelifi 2006]). Fas stimulation causes DAXX to translocate to 
the cytoplasm where it activates ASK1, which in turn activates JNK leading to 
apoptosis (Yang et  al. 1997; Chang et  al. 1998; Charette et  al. 2000). In the 
nucleus, DAXX localisation to PML NBs requires both the SIM domain of 
DAXX as well as the sumoylation of PML (Ishov et al. 1999; Lin et al. 2006b). 
Under steady-state conditions, sequestration of DAXX in PML NBs is believed 
to inhibit the proapoptotic function of DAXX by preventing it from acting as a 
transcriptional repressor (Li et al. 2000; Lin et al. 2006b). However, many studies 
suggest both pro- as well as anti-apoptotic functions for DAXX; these studies are 
described at length elsewhere in two excellent reviews (Salomoni and Khelifi 
2006; Krieghoff-Henning and Hofmann 2008).

In addition to DAXX, several other PML NB-associated proteins are implicated 
in apoptosis, including HIPK2, FLASH, Par-4, THAP1, and ZIPK (reviewed in 
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[Krieghoff-Henning and Hofmann 2008]) (Table 1.1). As described above, HIPK2 
contributes to DNA damage-induced apoptosis by phosphorylating and activating 
p53 (D’Orazi et al. 2002; Hofmann et al. 2002). However, HIPK2 in cooperation 
with DAXX has also been implicated in transforming growth factor beta (TGF-b)-
mediated apoptosis through the JNK pathway (Hofmann et  al. 2003). Flice-
associated huge protein (FLASH), also known as caspase 8 associated protein 2 
(CASP8AP2), is also involved in Fas-mediated apoptosis (Imai et al. 1999). Upon 
Fas receptor activation, FLASH translocates from PML NBs in the nucleus to mito-
chondria where it facilitates the cleavage of caspase-8 and enhances the induction 
of apoptosis (Milovic-Holm et al. 2007). The THAP domain containing apoptosis 
associated protein 1 (THAP1) is a proapoptotic factor that recruits the Par-4 protein 
to PML NBs, and enhance apoptosis in response to serum withdrawal and tumour 
necrosis factor alpha (TNFa) (Roussigne et al. 2003). Par-4, also known as PRKC, 
apoptosis, WT1, regulator (PAWR), is a component of PML NBs in vascular 
endothelial cells (Roussigne et  al. 2003). Recently, Par-4 has been shown to be 
secreted during endoplasmic reticulum (ER) stress in normal and cancer cells, 
whereby secreted Par-4 induces FADD/caspase-8-dependent apoptosis in cancer 
cells by binding the glucose-regulated protein-78 (GRP78) (Burikhanov et  al. 
2009). Over expression of Par-4 can facilitate the association of DAXX and ZIP 
kinase (ZIPK), which normally associate at PML NBs only in response to IFN-g or 
arsenic trioxide (Kawai et  al. 2003). These proteins appear to collaborate in the 
induction of apoptosis, as the overexpression of ZIPK with both Par-4 and DAXX 
leads to a sixfold increase in apoptosis (Kawai et al. 2003).

The PML NBs also contribute to apoptosis by inhibiting pro-survival pathways, 
including PI3/PTEN/AKT and NF-kB (Krieghoff-Henning and Hofmann 2008). For 
example, in response to growth factor stimulation PI3 kinase phosphorylates AKT, 
which in turn mediates survival in part by translocating to the nucleus where it can 
phosphorylate the forkhead box (FOXO) transcription factors, triggering their export 
to the cytoplasm and inhibiting the transcriptional activation of pro-apoptotic genes 
such as Bim/BCL2-like 11 (BCL2L11) and TRAIL/TNF superfamily, member 10 
(TNFSF10) (reviewed in [Tran et al. 2003]). PML can mediate the co-recruitment 
and dephosphorylation of activated AKT kinase by the phosphatase PP2A, which in 
turn inhibits AKT’s ability phosphorylate and thus repress pro-apoptotic gene 
expression by the FOXO transcription factors (Trotman et  al. 2006). In another 
example, Tumour necrosis factor alpha (TNFa)-induced apoptosis can be enhanced 
by overexpression of PML, which inhibits pro-survival signaling through the nuclear 
factor kappa B (NF-kB) pathway (Wu et al. 2003). NF-kB consists of two subunits 
(RelA/p65 and p50 or p52) that remain in the cytoplasm as an inactive complex with 
an inhibitor of NF-kB (IkB) (Shen and Tergaonkar 2009). TNFa induces IkB kinase 
activation that leads to phosphorylation and subsequent degradation of IkB by 
proteosome. NF-kB then enters the nucleus and activates the transcription of various 
target genes, including those encoding the anti-apoptotic protein B-cell CLL/
lymphoma 2 (Bcl-2) and the inhibitor of apoptosis proteins (IAPs) 1 and 2 (Shen and 
Tergaonkar 2009). The PML protein can block this survival pathway by binding the 
NF-kB subunit RelA/p65, recruiting it to PML NBs, and inhibiting its transcriptional 
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activity (Wu et al. 2003). Finally, specific isoforms of the PML protein may also 
target pro-survival pathways, providing yet another level of control over cellular fate 
to apoptotic stimuli. Overexpression of PML IV in the U2OS human osteosarcoma 
cell line was shown to transcriptionally repress the Survivin gene and survivin protein 
expression is markedly upregulated in PML −/− murine embryonic fibroblasts (Xu 
et al. 2004). Survivin, is a member of the IAP gene family that is widely overex-
pressed in cancer and acts as a regulator of mitosis, as well as playing a broad role 
as an anti-apoptotic factor during the cellular adaptation to stress (Guha and Altieri 
2009). Overexpression of PML IV represses Survivin expression and induce apoptosis 
in both A549 human lung carcinoma and UM-UC-2 human bladder carcinoma 
cells, suggesting that the modulation of PML IV expression may provide a 
means of enhancing programmed cell death in a variety of cancers (Xu et al. 2004; 
Li et al. 2006).

As we discussed earlier in this chapter section, PML and p53 can function 
together not only in the control of DNA damage-induced apoptosis but also in the 
induction of cellular senescence in response to both DNA damage and oncogenic 
Ras (Ferbeyre et al. 2000; Pearson et al. 2000). Cellular senescence, where cells 
persist in a metabolically active but non-proliferative state, can occur within nor-
mal tissues as a result of terminal differentiation, as a consequence of prolonged 
DNA damage signalling associated with telomere shortening or oncogene expres-
sion (Bartkova et al. 2006; Campisi and d’Adda di Fagagna 2007; Mallette and 
Ferbeyre 2007). As such cellular senescence represents an important mechanism 
of both aging and tumour suppression. PML overexpression inhibits proliferation 
and can induce senescence in cancer cell lines, which is associated with increased 
levels of pRb and cell cycle arrest in G1 (Mu et al. 1997; Le et al. 1998; Ferbeyre 
et al. 2000). PML can interact with pRb in vivo and pRb has been shown to loca-
lise to PML NBs (Alcalay et al. 1998). PML overexpression is associated with the 
accumulation of hypophosphorylated pRb (Ferbeyre et  al. 2000), which in turn 
leads to the repression of E2F-responsive genes involved in the control the G

1
- to 

S-phase transition (reviewed in [Dyson 1998]). In human fibroblasts, PML-induced 
senescence could be blocked by expression of the inactivation of pRb by the E7 
oncoprotein of the human papilloma virus (HPV) type 16, which suggests that 
pRb is predominately responsible induction of senescence by PML (Mallette et al. 
2004; Bischof et al. 2005). In addition, it was shown that PML isoform IV was 
predominately responsible for the induction of senescence in fibroblasts; how-
ever, PML −/− murine embryonic fibroblasts are resistant to PML IV-induced 
senescence indicating that the cooperation of other PML isoforms may be 
required for senescence to occur (Bischof et al. 2002). Other cellular changes also 
occur during the induction of cellular senescence by Ras, including the formation 
of so-called senescence-induced heterochromatin foci (SAHF), which rely on pRb 
and coincide with the silencing of E2F-responsive genes (Narita et  al. 2003). 
SAHF contain heterochromatin protein 1 (HP1) and the histone H2A variant mac-
roH2A, and PML NBs appear to play a role in their formation through interac-
tions with both HP1 and the chromatin regulator HIR histone cell cycle regulation 
defective homolog A (HIRA) prior to the formation of SAHF (Zhang et al. 2005). 
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Furthermore during the formation of SAHF, HP1 isoform gamma (HP1-g) is also 
phosphorylated and this phosphorylation event is required for association of 
HP1-g with SAHF but not with PML NBs (Zhang et al. 2007). Thus, similarly to 
the paradigm of p53 and PML, HP1-g may be post-translationally modified by 
phosphorylation at PML NBs prior to deposition in SAHF.

1.2.2 � Pathways Regulating PML Protein Stability Represent 
Possible Therapeutic Targets for Cancer Treatment

The PML protein and PML NBs are implicated in the regulation of a host of 
tumour suppressor pathways including DNA repair, as we have discussed above 
(Table 1.1). Therefore, it is not surprising that reduced PML protein levels corre-
lates positively with oncogenic transformation in biopsies from tumours of diverse 
histological origin including, brain, breast, colon, lung, prostate and stomach 
(Gurrieri et al. 2004). In addition, it has been shown that proteasomal inhibition can 
restore PML protein levels in colon and gastric carcinoma cell lines, implicating 
the active degradation of PML in the etiology of these cancers (Gurrieri et  al. 
2004). The PML protein is also degraded by gene products expressed by DNA 
tumour viruses such as the Herpes Simplex Virus 1 (HSV1) and Karposi sarcoma-
associated herpesvirus (KSHV) (Everett et al. 1998; Chelbi-Alix and de The 1999; 
Marcos-Villar et al. 2009). These data raise the question of how PML protein levels 
are regulated and what role this regulation plays in cancer development and pro-
gression? In this section, we will describe the pathways involved in modulating 
PML protein stability by sumoylation and phosphorylation. Given that PML protein 
levels are often reduced in cancer, these pathways represent important future avenues 
for therapeutic intervention, whereby increasing PML protein levels in a tumour 
could inhibit its growth and/or contribute to enhanced apoptosis following radia-
tion or chemotherapy.

1.2.2.1 � Regulation of PML Protein Stability by Sumoylation

A common mechanism identified in the regulation of PML protein stability is the 
post-translational modification of PML by sumoylation. For example, during 
infection by HSV1 the viral E3 ligase ICP0 mediates the proteasome degradation 
of sumoylated species of the PML protein (Everett et al. 1998; Chelbi-Alix and de 
The 1999). Similarly, during KSHV infection the protein LANA2 enhances the 
sumoylation of PML by Sumo isoform 2 (Sumo2) followed by its subsequent 
ubiquitination and proteasomal degradation (Marcos-Villar et al. 2009). Arsenic-
induced degradation of PML also requires sumoylation, in particular at K160, and 
this site is also crucial for LANA2-mediated proteasomal degradation of PML 
(Lallemand-Breitenbach et al. 2001; Marcos-Villar et al. 2009). The requirement 
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for K160 sumoylation during arsenic-induced PML degradation was not fully 
understood until the recent discovery that this modification mediates the interac-
tion between PML and the Sumo-dependent E3 ubiquitin ligase Ring finger protein 
4 (RNF4) (Lallemand-Breitenbach et al. 2008; Tatham et al. 2008). The PML protein 
is preferentially modified by polysumo-chains of Sumo2 on K160 and monosu-
moylation on K490 by Sumo1 (Lallemand-Breitenbach et al. 2008). Treatment of 
cells with arsenic trioxide results in the monosumoylation of K65 of PML by 
Sumo1 and the marked accumulation of RNF4 at PML NBs (Lallemand-
Breitenbach et al. 2008). RNF4 contains four tandem SIM domains that preferen-
tially bind the polysumo-chains of Sumo2-modified PML at K160, which induces 
the E3-ubiquitin ligase activity of RNF4 against PML leading to its polyubiquitina-
tion and degradation by the proteasome (Lallemand-Breitenbach et  al. 2008; 
Tatham et  al. 2008). This RNF4-mediated degradation pathway is also active 
against the PML-RARa protein, which is also modified on K190 by polysumo-
chains of Sumo2 (Lallemand-Breitenbach et  al. 2008). Thus, the discovery that 
RNF4 mediates PML-RARa protein degradation provides a mechanistic explanation 
for arsenic trioxide induced remission of APL in patients whose promyelocytes 
carry the t(15;17) translocation (Soignet et al. 1998).

Although the sumo E3 ligase PIAS4 (Piasg) can localise to the PML NBs (Sachdev 
et al. 2001; Sun et al. 2005), it remains unclear which E3 ligase(s) is responsible for 
the sumoylation of PML. Recently, both in vitro and in vivo evidence supports a role 
for the RAN binding protein 2 (RanBP2) in PML sumoylation (Saitoh et al. 2006; 
Tatham et al. 2008). These data may explain how mitotic accumulations of desumoy-
lated PML protein can contribute to the formation of new PML NBs containing 
Sumo1 in early G1 (Dellaire et al. 2006c), which presumably would involve the con-
comitant sumoylation of PML by RanBP2 during nuclear import. The sumoylation of 
PML is also reversible through the action of an evolutionarily conserved family of 
proteases first discovered in yeast to catalyze the removal of sentrin, the yeast homo-
logue of the mammalian Sumo proteins (Li and Hochstrasser 1999). In yeast there are 
two sentrin-specific proteases (SENPs) known as Ulp1p and Ulp2p, whereas in 
mammals there are at least six (i.e. SENP1-3 and 5–7) (reviewed in [Mukhopadhyay 
and Dasso 2007]). There is growing evidence that the SENPs play important roles in 
tumour suppression, and in particular SENP1 appears regulate apoptosis under different 
conditions via desumoylation of SIRT1, HIPK1 and PML (reviewed in [Yuan et al. 
2008]). For example, over-expression of SENP1 sensitize sinovial fibroblasts derived 
from patients with rheumatoid arthritis to FAS-mediated apoptosis via PML desu-
moylation and the release of DAXX from PML NBs (Meinecke et al. 2007). SENP1 
appears to be the predominant isoform localised to PML NBs and during HSV1 infec-
tion this localisation is enhanced by the viral E3 ligase ICP0, leading to both the 
desumoylation and degradation of the PML protein (Gong et  al. 2000; Bailey and 
O’Hare 2002). The SENPs also exhibit different specificities for the mammalian 
Sumo homologues, with SENP3–5 showing preference for Sumo2/3 and SENP1 and 
2 showing equal deconjugation activity against all three Sumo paralogues 
(Mukhopadhyay and Dasso 2007). SENP6 and 7 are of particular interest for PML 
degradation as they are capable of chain editing and deconjugation of poly-Sumo2/3 



22 K.L. Cann et al.

chains (Lima and Reverter 2008), which along with Sumo1 chain termination is 
hypothesized to alter the kinetics of PML degradation by RNF4 (Tatham et al. 2008). 
However, depletion of SENP1 or SENP6 causes a similar increase in the number and 
size of PML NBs (Mukhopadhyay et al. 2006; Yates et al. 2008), suggesting a com-
plex relationship exists between Sumo1 and Sumo2/3 deconjugation activities in the 
maintenance of PML protein levels.

The sumoylation of the PML protein is also stimulated by acetylation of PML. For 
example, both the over-expression of the acetyltransferase p300 and inhibition of the 
class I and II HDACs with trichostatin A (TSA) leads to enhanced sumoylation of 
PML (Hayakawa et al. 2008). However in contrast, depletion of the class II HDAC7 
results in the loss of Sumo1-modified species of PML and a reduction in PML NB 
number (Gao et al. 2008). Although at face value these data seem contradictory, we 
can rationalize them by the fact HDAC7 can promote PML sumoylation and protein 
stability independently of its deacetylase activity, most likely through the recruitment 
of the E2 Sumo ligase, UBC9 (Gao et al. 2008). Similarly, HDAC4 promotes the 
sumoylation of hypermethylated in cancer 1 (HIC1) independently of its deacetylase 
activity; however, unlike PML, HIC1 sumoylation is decreased following TSA treat-
ment (Stankovic-Valentin et al. 2007). HDAC inhibitors are being tested in clinical 
trials, in particular in combination with other chemotherapies, for cancers of varied 
histological origin and have been approved for the treatment of T-cell lymphoma 
(Lane and Chabner 2009). Although the mechanism by which acetylation promotes 
sumoylation of PML remains unclear, the modulation of PML sumoylation and/or 
protein levels by deacetylase inhibitors may represent an important aspect of the 
efficacy of these drugs in current clinical trials and should be investigated.

The steady state levels of the PML protein have also been recently demonstrated 
to be regulated independently of sumoylation at K160 by the ubiquitin E3-ligase 
known as the human papillomavirus (HPV) E6-associated protein (E6AP) (Louria-
Hayon et al. 2003). E6AP contributes to cancer development in HPV infected cells 
by enhancing the degradation of p53 in cooperation with the HPV E6 protein 
(Scheffner et  al. 1993). Basal PML protein levels are decreased by the over-
expression of E6AP, and both the loss of E6AP expression and the expression of a 
catalytically deficient mutant of E6AP (C833A) can promote increased PML pro-
tein stability (Louria-Hayon et al. 2009). Although E6AP functions independently 
of K160 sumoylation, expression of the C833A mutant of E6AP can block the 
arsenic trioxide-mediated degradation of PML, suggesting possible cooperation 
between E6AP and RNF4 in the degradation of PML in response to arsenic 
(Louria-Hayon et al. 2009).

1.2.2.2 � Regulation of PML Protein Stability by Phosphoryation

In addition to sumoylation, PML protein stability is regulated by phosphorylation 
by at least two kinase pathways, the mitogen-activated protein (MAP) kinase and 
casein kinase II (CKII) pathways (Hayakawa and Privalsky 2004; Scaglioni et al. 
2006). Arsenic trioxide induces the phosphorylation of PML by the MAP kinase 
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extracellular-signal-regulated protein kinase 2 (ERK2), which phosphorylates PML 
on threonine 28 and serines 36, 38, 40, 527 and 530 (Hayakawa and Privalsky 
2004). The phosphorylation of PML by ERK2 is also associated with enhanced 
PML sumoylation (Hayakawa and Privalsky 2004), which may enhance degrada-
tion through binding of RNF4 as discussed above (Lallemand-Breitenbach et  al. 
2008; Tatham et al. 2008).

The phosphorylation of PML can also regulate its association with the peptidyl-
prolyl cis-trans isomerase Pin1, which upon binding targets the PML protein for 
degradation (Reineke et al. 2008). The binding of Pin1 to PML is mediated by the 
phosphorylation of four key residues (S403, 505, 518, and 527), one of which is 
also a target of ERK2 (i.e. 527) (Reineke et al. 2008). These residues surround the 
SIM domain and the K490 sumoylation site of PML and sumoylation of PML 
inhibits its interaction with Pin1. Mutation of K490 to arginine (K490R), to prevent 
the Sumo1-modification of PML at this residue, enhances its degradation following 
arsenic trioxide (Lallemand-Breitenbach et al. 2008). Given the activation of ERK2 
by arsenic trioxide, there is most likely some degree of cross-talk between the 
effects of phosphorylation and sumoylation of PML on its protein stability, and that 
Pin1 may be responsible for the enhanced degradation of K490R PML (Petrie and 
Zelent 2008).

Phosphorylation of PML by CKII can also regulate PML protein stability, where 
an inverse correlation exists between CKII activity and PML protein levels both in 
cell lines and in lung cancer samples (Scaglioni et al. 2006). Elevated levels of CKII 
are found in tumours of every histological origin and CKII is a potent suppressor 
of apoptosis, promoting survival through phosphorylation of substrates such as 
IkBa. (reviewed in [Trembley et al. 2009]). The PML protein contains a “degron” 
sequences between amino acid residues 546–573 that encompasses the SIM domain 
and is responsible for the poly-ubiquitination of PML and its degradation via the 
proteasome (Scaglioni et al. 2006). Upon activation by osmotic stress, CKII phos-
phorylates serines 560–562 and 565 within the degron, and this phosphorylation 
event triggers the poly-ubiquitination and degradation of PML (Scaglioni et  al. 
2006). Of the CKII phosphorylation sites, S565 of PML is the most important, as 
mutation of this residue to alanine drastically reduces both the phosphorylation and 
CKII-mediated proteasomal degradation of PML. Given the wide-spread activation 
of CKII in cancer, this pathway represents an attractive therapeutic target by which 
pharmacological inhibition of CKII would contribute to tumour suppression by 
enhancing PML protein stability.

1.2.3 � Summary of PML NBs and Cancer

PML NBs are critical control centres for cell fate decisions following cellular 
stresses and DNA damage. They inter-regulate the cell cycle, cell senescence, apop-
tosis control, and genome maintenance, and these functions place PML NBs at the 
forefront of tumour suppression within the cell (Dellaire and Bazett-Jones 2004; 
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Bernardi et al. 2008). They function within these pathways by sequestering and/or 
facilitating the post-translational modification or degradation of genomic caretakers 
and cell gatekeepers, including the critical tumour suppressor p53 (Dellaire and 
Bazett-Jones 2004; Dellaire and Bazett-Jones 2007; Bernardi et al. 2008). Furthermore, 
they physically respond to alterations in cell proliferation, and to cell stress and 
DNA damage by changing in biochemical composition and number (Dellaire and 
Bazett-Jones 2004; Dellaire and Bazett-Jones 2007). As such, they also represent a 
biomarker for the integrity of stress and DNA damage signaling pathways. The use 
of PML NBs as a biomarker in cancer is not an entirely new concept. In fact, the 
presence or absence of PML NBs is used as a biological marker during the diagnosis 
of APL using immunohistochemistry, and to monitor treatment efficacy, remission 
status, and the onset of relapse (Dyck et al. 1995). This use of the PML NBs as a 
marker in APL relies on the fact that the PML-RAR-alpha oncoprotein disrupts the 
formation of the PML NBs (Dyck et al. 1994; Koken et al. 1994), and treatment of 
APL cells with all-trans retinoic acid results in the reformation of the bodies 
(Koken et al. 1994). In addition, the now standard treatment of APL with all-trans 
retinoic acid represents one of the first examples of molecularly targeted cancer 
therapies, a field that is revolutionizing cancer treatments (Sanz et al. 2008; Wang 
and Chen 2008). Therefore, our increasing knowledge of the biology behind the 
PML NBs is providing novel insights into carcinogenesis, in additional to the use 
of these bodies in tumour pathology, as well as new molecular targets for cancer 
therapy. In particular, the pharmacological manipulation of PML protein levels in 
solid tumours could prove useful as an adjuvant treatment to enhance cell killing 
during chemotherapy and radiation treatment.

1.3 � The Nucleolus and Cancer

The nucleolus is the largest structure in the nucleus, and is easily visualized using 
even light microscopy due to its optical density. It was the first subnuclear structure 
to be observed, and was first noted over 200 years ago by Fontana (Hernandez-
Verdun 2006a; Raska et al. 2006). However, it was not until the 1960s that it was 
identified as the location of ribosomal RNA (rRNA) transcription (Hernandez-
Verdun 2006a). As the site of rRNA transcription and ribosome biogenesis, the 
nucleolus is the canonical example of the relationship between structure and func-
tion in the nucleus (Dundr and Misteli 2001; Hernandez-Verdun 2006a). The very 
existence of the nucleolus depends on on-going rRNA transcription by RNA poly-
merase I and secondary rRNA processing events (Hernandez-Verdun 2006a; Sirri 
et al. 2008), and, as will be discussed below, the substructure of the nucleolus is 
organized around these processes.

Mammalian cells typically contain one to a few nucleoli (Fig.  1.1); however, 
their size can vary both within a single cell and between cell types. Nucleoli in 
human cells can range from 0.5 mm in mature lymphocytes to 3–9 mm in proliferating 
and cancer cells (Hernandez-Verdun 2006a). For example, stimulation of human 



251  Nuclear Subdomains and Cancer

lymphocyte proliferation by phytohemagglutinin causes a large increase in nucleolar 
size (Raska et al. 2006). In fact, that association of increased nucleolar size with 
tumour cells was described as early as 1896 by Pianese (reviewed in [Derenzini 
et  al. 2009]) and with cell proliferation in 1898 by Montgomery (reviewed in 
[Maggi and Weber 2005]). These observations form the basis of the standing asso-
ciation in the literature between the nucleolus and cancer, both through its function 
in ribosome biogenesis, and, more recently, through alternative nucleolar functions, 
including tumour suppression, the cell stress response, cell cycle regulation, cell 
senescence, and the DNA damage response (Maggi and Weber 2005; Raska et al. 
2006; Boisvert et al. 2007; Montanaro et al. 2008; Sirri et al. 2008; Zhang and 
Lu 2009).

Nucleoli form at transcriptionally active rDNA genes. The rDNA genes are 
organized in tandem, head-to-tail repeats, termed the Nucleolar Organizer Regions 
(NORs), and in humans, over 400 copies of the 47-kb repeat are found on the short 
arms of the acrocentric chromsomes 13, 14, 15, 21, and 22 (Dundr and Misteli 
2001; Raska et al. 2006). Each rDNA genes repeat consists of the 18S, 5.8S, and 
28S rRNA coding sequences, internal and external transcribed spacers, and an 
intergenic spacer (reviewed in [Raska et al. 2006]). In mammalian cells, approxi-
mately half of the rDNA genes are active, with some NORs being completed 
repressed, and others containing a mixture of active and repressed genes (Raska 
et  al. 2006). Nucleolar transcription of the rDNA genes is carried out by RNA 
polymerase I, which is recruited to the rDNA promoters by a preinitiation complex 
containing transcription initiation factor IA (TIF-IA), the promoter selectivity 
factor (SL1; also known as TIF-IB in mouse), and upstream binding factor (UBF) 
(reviewed in [Raska et al. 2006]). TIF-IA, SL1, and UBF are all targets for the posi-
tive and/or negative regulation of rRNA transcription during proliferation and cell 
stress responses, and will be discussed later in these contexts.

Using electron microscopy, three morphologically distinct regions of the nucleo-
lus can be visualized. Fibrillar centres (FCs) are surrounded by the dense fribrillar 
component (DFC), which are further encircled by the granular component (GC) 
(Raska et al. 2006; Sirri et al. 2008). Each nucleolus contains approximately 30 FCs, 
with each FC housing four rDNA genes (Dundr and Misteli 2001). The RNA poly-
merase I-mediated transcription of the rDNA genes occurs at the interface of the FC 
and the DFC. The newly-made transcripts radiate out into the DFC, and eventually 
progress into the GC. Along the way, the precursor (pre-) rRNA is complexed with 
ribosomal and non-ribosomal proteins into a 90S pre-ribosomal particle. This com-
plex includes small nucleolar ribonucleoproteins (snoRNPs), which contain guide 
RNAs that specify the locations of the approximately 200 base methylations and 
pseudouridylations with which the pre-rRNA is modified. The base modifications 
themselves are carried out by the RNA modifying enzymes, including fibrillarin (a 
methyl-transferase) and dyskerin (a pseudouridine synthase). The modified pre-
rRNA is then cleaved by endonucleases and exonucleases to generate the mature 
18S, 5.8S, and 28S rRNAs. Further maturation steps then occur, including addition 
of the 5S rRNA, which was transcribed in the nucleoplasm by RNA polymerase III, 
and division of the 90S pre-ribosomal particle into pre-60S and pre-40S subunits. 
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These pre-subunits are then exported into the cytoplasm, where they finally mature 
into functional 60S and 40S subunits. The 60S subunit contains the 5S, 5.8S and 
28S rRNAs, and approximately 47 RPLs (ribosomal proteins of the large subunit), 
and the 40S subunit contains the 18S rRNA and approximately 32 RPSs (ribosomal 
proteins of the small subunit) (reviewed in [Dundr and Misteli 2001; Raska et al. 
2006; Dai and Lu 2008; Henras et al. 2008]).

1.3.1 � AgNOR Scores as a Prognostic Indicator in Cancer

While the association of nucleolar hypertrophy with cellular proliferation and 
malignancy has been known for over 100 years, it was not until the identification 
and standardization of a silver nitrate staining technique (Goodpasture and Bloom 
1975; Trere 2000) that the relationship could be properly investigated (Maggi and 
Weber 2005; Derenzini et  al. 2009). This silver staining technique relies on the 
argyrophilic nature of several nucleolar proteins, specifically the rRNA processing 
factors nucleophosmin (NPM, B23) and nucleolin, the basal transcription factor 
UBF, and the largest subunit of RNA polymerase I (Roussel and Hernandez-Verdun 
1994). The resulting silver-stained structures are termed the AgNORs, and are visible 
both in interphase (Maggi and Weber 2005), and at the sites of the rDNA genes in 
mitosis (Heliot et al. 2000). In interphase, the area of AgNOR staining is related to 
both nucleolar size and RNA polymerase I activity (Derenzini et  al. 2009). Two 
types of analysis have been used to quantify AgNOR staining: direct counting of 
the AgNOR dots, and the morphometric method, which uses computer-assisted 
image analysis to measure the area of AgNOR staining in each cell (Trere 2000). 
The morphometric method has been proven to be much more objective and repro-
ducible (Trere 2000). Studies that have quantified AgNORs in tumour samples have 
clearly shown that while the nucleolar parameter cannot be used to diagnose malig-
nancy, it is an important prognostic indicator (Derenzini et al. 2009). Furthermore, 
because AgNOR size is inversely related to cell doubling time and tumour mass 
doubling time, it is unique amongst the proliferation markers in that it can be used 
to gauge tumour proliferation rate, and not just the growth fraction of the tumour 
(Derenzini 2000). The ability of AgNORs to be used as an indicator of cellular 
proliferation rate stems from the observation that the faster a cell is progressing 
through the cell cycle (i.e. the shorter the G1 and G2 periods of the cell cycle are), 
the faster ribosome biogenesis must be to produce the required amount of protein 
in a shorter period of time (Pich et al. 2000).

Over 60 studies, representing over 20 different types cancers, have shown that 
the nucleolar parameter is an independent prognostic variable (reviewed in [Pich 
et al. 2000; Derenzini et al. 2009]). Cancers analyzed included leukemias, multiple 
myeloma, melanoma, and carcinomas of the breast, prostate, lung, and colon 
(reviewed in [Derenzini et al. 2009]). Overall, tumours with high AgNOR scores 
are poorly differentiated with high metabolic activity, have a abnormal DNA content, 
and a high proliferation rate, which are all indicative of a malignant phenotype 
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(Pich et  al. 2000). Furthermore, the critical tumour suppressors pRb (Voit et  al. 
1997) and p53 (Budde and Grummt 1999; Zhai and Comai 2000) can both inhibit 
rRNA transcription, and human breast cancer tumours with mutated or deleted pRb 
or p53 have significantly larger nucleoli than tumours with normal pRb and p53 
status (Derenzini et al. 2004; Trere et al. 2004). This relationship between tumour 
suppressor status and nucleolar size provides an additional explanation for the rela-
tionship between a tumour’s AgNOR score and its malignant potential. Finally, 
because AgNOR scores can be used to stratify patients into high risk and low risk 
groups with respect to prognosis, they are therefore useful in identifying patients 
who might benefit from more aggressive therapy (Pich et al. 2000). However, in the 
reverse scenario, a low AgNOR score can also be a prognostic indicator of chemo-
therapy resistance in some cancers, such as has been shown for acute myeloid 
leukemia (Pich et al. 1998).

Interestingly, another well-established tumour proliferation marker used exten-
sively in pathology, Ki-67 (Scholzen and Gerdes 2000), is actually a nucleolar 
protein that functions in rRNA transcription (Bullwinkel et al. 2006). In fact, the 
overexpression of nucleolar proteins as proliferation markers is becoming a common 
theme in tumour pathology; two other such markers are Nop2/p120 (Saijo et  al. 
2001) and Mina53 (Zhang et  al. 2008). These observations really exemplify the 
close relationship between the nucleolus, cell growth, and cell proliferation, a topic 
that will be explored in-depth in the next subsection.

1.3.2 � Nucleolar Function, Ribosome Biogenesis and the  
Inter-Regulation of Cell Growth and Proliferation

The number and size of nucleoli per cell are not constant, and are partly determined 
by RNA polymerase I activity (Maggi and Weber 2005; Derenzini et  al. 2009). 
Proliferating cells have greater protein requirements than their non-cycling coun-
terparts, and without adequate ribosome biogenesis to fuel cell growth, cells would 
become progressively smaller after each division (Thomas 2000). Therefore, rRNA 
transcription is cell-cycle regulated, and there are feedback mechanisms through 
which nucleolar function regulates the cell cycle to prevent cells from committing 
to another round of cell division without adequate ribosome biogenesis. The regula-
tion of rRNA transcription is summarized in Table 1.2.

At the most basic level, RNA polymerase I function is regulated during the cell 
cycle: it is at its highest in S and G2, repressed during mitosis to allow for cell divi-
sion, and increases throughout G1 (Sirri et al. 2008). During mitosis, the nucleolus 
disassembles due to RNA polymerase I inhibition through the function of the 
important cell cycle kinase CDK1 (cyclin dependent kinase 1)-cyclin B complex. 
CDK1-cyclin B phosphorylates SL1 and TTF-1 (transcription terminator factor-1) 
(Heix et al. 1998; Sirri et al. 1999). As described above, SL1 is a component of the 
preinitiation complex for RNA polymerase I, and phosphorylation of SL1 by CDK1 
inhibits this function, shutting down RNA polymerase I activity (Heix et al. 1998). 
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The nucleolus only reassembles again in G1 once this repression is relaxed 
(reviewed in [Boisvert et  al. 2007; Sirri et  al. 2008]), and rRNA transcription is 
restarted by the G1 kinases CDK4-cyclin D1 and CDK2-cyclin E in preparation for 
another potential round of the cell cycle. These kinases phosphorylate UBF, another 
component of the preinitiation complex, and this promotes its recruitment of RNA 
polymerase I to the rDNA promoters, activating transcription (Voit et al. 1999; Voit 
and Grummt 2001).

Because of the increased requirement for ribosomes in rapidly diving cells, growth 
factors and oncoproteins that promote proliferation, including c-Myc, epidermal 
growth factor, and insulin-like growth factor, also up-regulate rRNA transcription, 
increasing the size and number of nucleoli (Raska et al. 2006; Derenzini et al. 2009). 
c-Myc is an oncogene that functions as a transcription factor for RNA polymerases I, 
II, and III, and these activities help regulate both cell growth and the cell cycle (Dai 
and Lu 2008). Its regulation of RNA polymerase I is mediated by its ability to bind 
rDNA and recruit SL1, ultimately promoting rRNA transcription (Arabi et al. 2005; 
Grandori et al. 2005). Interestingly, c-Myc is also in a feedback loop with RPL11, a 
protein of the large ribosomal subunit. RPL11 is a transcriptional target of c-Myc, but 
RPL11 protein inhibits c-Myc activity, and when RPL11 is overexpressed, it seques-
ters c-Myc to the nucleolus, suggesting that this represents one pathway where abnor-
mal nucleolar function could inactivate a positive growth regulator (Dai and Lu 2008). 
Insulin-like growth factor 1 (IGF-1) has been shown to activation rRNA transcription 
in numerous ways. First, it and nutrients were shown to activate mTOR (mammalian 
target of rapamycin), phosphatidylinositol 3-kinase (PI3K), and mitogen-activated protein 
kinase (MAPK1), which ultimately resulted in greater occupancy of SL1 on rDNA 
promoters and increased activity of RNA polymerase I (James and Zomerdijk 2004). 

Table 1.2  Positive and negative regulators of rRNA transcription

Positive regulators Target Reference

CDK4-cyclin D1,  
CDK2-cyclin E

UBF Voit et al. 1999;  
Voit and Grummt 2001

c-Myc SL1 Arabi et al. 2005; Grandori et al. 2005
mTOR SL1

TIF-IA
James and Zomerdijk 2004
Mayer et al. 2004

MAPK SL1
TIF-1A
UBF

James and Zomerdijk 2004
Zhao et al. 2003
Stefanovsky et al. 2006

PI3K SL1 James and Zomerdijk 2004
IRS-1, IRS-2 UBF Tu et al. 2002; Sun et al. 2003;  

Wu et al. 2005
CKII TIF-IA

UBF
Bierhoff et al. 2008
Voit et al. 1992; Lin et al. 2006a

RSK TIF-1A Zhao et al. 2003
Negative regulators
CDK1-cyclin B SL1 

TTF-1
Heix et al. 1998
Sirri et al. 1999

pRB UBF Voit et al. 1997
P130 UBF Ciarmatori et al. 2001
p53 SL1 Zhai and Comai 2000
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Next, insulin receptor substrate-1 (IRS-1) and IRS-2, which are substrates of insulin 
and IGF-1 receptors, and which translocate to the nucleus following activation, bind to 
UBF, and upregulate rRNA transcription (Tu et al. 2002; Sun et al. 2003; Wu et al. 
2005). Of note, IRS-1 also upregulates rRNA transcription in response to oncogenes 
such as Simian virus 40 T antigen and v-src (Tu et al. 2002). Next, epidermal growth 
factor was shown to cause MAPK1 to phosphorylate UBF, increasing the rate of rRNA 
elongation (Stefanovsky et al. 2006). MAPK1 and RSK (ribosomal protein S6 kinase) 
kinases have also been shown to phosphorylate TIF-IA, increasing the rate of rRNA 
transcription (Zhao et al. 2003). The mTOR pathway is frequently hyperactive in can-
cer, and it promotes cell growth and proliferation, normally responding to signals from 
nutrient and energy levels (Dowling et al. 2009), including IGF-1 as described above. It 
is also a target for cancer therapy, and its inhibitor rapamycin causes down-regulation 
of RNA polymerase I activity through inactivation of TIF-IA, another constituent of 
the pre-initiation complex (Mayer et al. 2004). Finally, CKII (casein kinase II) also 
promotes rRNA transcription. CKII is a serine/threonine kinase that is found overex-
pressed in many cancers, including leukemias and solid tumours (Ruggero and 
Pandolfi 2003). CKII phosphorylates TIF-IA, triggering the release of RNA poly-
merase I after initiation and promoting elongation (Bierhoff et al. 2008). It also phos-
phorylates UBF (Voit et al. 1992), and it recruited to rDNA promoters and functions 
to stabilize the UBF/SL1 complex, which helps promote the reinitiation of transcrip-
tion (Lin et al. 2006a).

As a balance to this, and as discussed above, p53 and pRB, which are both negative 
cell cycle regulators, inhibit rRNA transcription. pRB binds to UBF, inhibiting its ability 
to bind to rDNA promoters, and causing a reduction in rRNA transcription (Voit et al. 
1997). Another pRB family member, p130, is also able to regulate UBF in a similar 
manner (Ciarmatori et al. 2001). p53 can physically bind to SL1, preventing its interac-
tion with UBF, and inhibiting rRNA transcription (Zhai and Comai 2000). Next, the 
nucleolar protein and tumour suppressor ARF, which will be discussed in much more 
depth in the next subsection in relation to its role in p53 regulation, has been shown to 
inhibit the processing of the pre-rRNA transcripts (Sugimoto et al. 2003).

Finally, to ensure that cells do not divide without sufficient growth, normal ribo-
some biogenesis is required for the expression of cyclin E (Volarevic et al. 2000). 
Cyclin E is a key G1 regulator of CDK2 (Kaldis and Aleem 2005), and without 
active CDK2/cyclin E, pRb remains unphosphorylated, and bound to and inhibiting 
the E2F transcription factor. E2F target gene products are required for the cell to 
progress through the restriction point, the point at which the cell commits to initiat-
ing DNA replication and completing the cell cycle (Harbour and Dean 2000; 
DeGregori 2002; Genovese et al. 2006).

1.3.3 � Nucleolar Functions Beyond Ribosome Production

It has become clear that the role of the nucleolus in cells extends far beyond ribosome 
biogenesis. The advent of advanced microscopy techniques, including fluorescence 
microscopy and live-cell imaging (Dellaire et al. 2003; Mayer and Grummt 2005; 



30 K.L. Cann et al.

Olson and Dundr 2005; Politz et  al. 2005; Handwerger and Gall 2006; 
Hernandez-Verdun 2006a; Hernandez-Verdun 2006b; Trinkle-Mulcahy and Lamond 
2007) and large-scale proteomic studies using mass spectrometry (Andersen et al. 
2002; Scherl et al. 2002) have allowed much more extensive analyses of nucleolar 
dynamics, structure, and biochemical composition. For example, of the over 700 
human proteins identified in the nucleolus, only approximately 30% function in 
ribosome biogenesis (Boisvert et al. 2007). Other nucleolar proteins have functions 
that include the processing and maturation of non-nucleolar RNA and ribonucleo-
proteins, messenger RNA (mRNA) export, and the regulation of the cell cycle, 
DNA replication, DNA repair, cell senescence, tumour suppression, and the cell 
stress response (Maggi and Weber 2005; Raska et al. 2006; Boisvert et al. 2007; 
Dellaire and Bazett-Jones 2007; Montanaro et al. 2008; Sirri et al. 2008).

1.3.3.1 � The Nucleolus, p53, ARF, and the Cell Stress Response

Over the last 10 years, the nucleolus has emerged as a critical regulator of the p53 
tumour suppressor. As described in the section on PML NBs, p53 is a cell gatekeeper 
that regulates the cell cycle checkpoints, apoptosis (programmed cell death), and cell 
senescence (Kinzler and Vogelstein 1997; Levine 1997; Rodier et al. 2007). Over 
50% of cancers contain p53 mutations (Soussi and Lozano 2005), highlighting the 
importance of p53 as a cellular guardian. Normally, p53 proteins are maintained at 
very low levels through the actions of its negative regulator: MDM2 (mouse double 
minute 2), an E3 ubiquitin ligase that targets p53 for degradation (Iwakuma and 
Lozano 2003; Moll and Petrenko 2003). p53 is stabilized following cellular stress 
(Rubbi and Milner 2003; Olson 2004; Mayer and Grummt 2005), DNA damage 
(Rubbi and Milner 2003; Gjerset 2006), and aberrant oncogene expression (Weber 
et al. 1999; Saporita et al. 2007), allowing it to transactivate its transcriptional targets. 
These transcriptional targets can include the pro-apoptotic genes such as Noxa, 
Puma, Bid, and Bax, and the critical G1/S regulator p21 (Menendez et al. 2009). One 
of the primary methods of p53 stabilization is the interruption of the MDM2-p53 
interaction. Nucleolar proteins are key in this process (Rubbi and Milner 2003), with 
the nucleolar tumour suppressor ARF (Alternate Reading Frame) being the prime 
example (Saporita et  al. 2007). Therefore, through its role in p53 regulation, the 
nucleolus also regulates the cell cycle checkpoints, apoptosis, and cell senescence.

ARF is the result of the alternate reading frame of the INK4a /Arf locus. This 
locus produces both the p16INK4a and ARF proteins, whose different mRNA tran-
scripts are the result of a frameshift induced by alternate splicing. Both p16INK4a and 
ARF function independently as tumour suppressors, and one of ARF’s most impor-
tant roles is as a regulator of p53 through its interaction with MDM2. ARF is nor-
mally found predominantly in the nucleolus; however, when nucleolar structure is 
disrupted, for example, due to RNA polymerase I inhibition, ARF translocates to 
the nucleoplasm where it binds MDM2, preventing its interaction with p53 
(Saporita et al. 2007). In a similar scenario, following DNA damage by ionizing 
radiation or Mitomycin C, or when ARF is upregulated in response to oncogenic 
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signals, including those from Ras and c-Myc, ARF can sequester MDM2 in the 
nucleolus, again preventing its interaction with p53 (Weber et al. 1999; Khan et al. 
2004; Dias et al. 2006; Saporita et al. 2007). ARF targets MDM2 to the nucleolus 
via its own nucleolar localization signal, and also through a cryptic nucleolar local-
ization signal on MDM2 that is exposed following a conformational change in 
MDM2 induced by ARF binding (Saporita et al. 2007).

Other nucleolar proteins that can regulate p53 include nucleostemin, NPM, 
nucleolin, and the ribosomal proteins RPL5, RPL11 RPL23, and RPS7 (Mayer and 
Grummt 2005; Takagi et al. 2005; Gjerset 2006; Saxena et al. 2006; Derenzini et al. 
2009; Zhang and Lu 2009), through interactions that can involve p53, MDM2, 
ARF, and each other. Therefore, the model that has been developed is that the 
nucleolus represents a key stress sensor. Cellular stresses that cause RNA poly-
merase I inhibition induce nucleolar disruption, initiating a release of proteins that 
can modulate the function of p53, activating cell cycle checkpoint or apoptotic 
pathways (Rubbi and Milner 2003; Olson 2004; Mayer and Grummt 2005; Gjerset 
2006). The list of stresses known to inhibit RNA polymerase I includes hypoxia, 
heat shock, transcriptional inhibitors, topoisomerase I inhibitors, and some DNA 
damaging agents (e.g. UV-irradiation and cisplatin) (Rubbi and Milner 2003). For 
stresses that do not directly inhibit rRNA transcription, kinases, such as JNK2 
(c-jun N-terminal protein kinase 2), function to halt transcription (Mayer et  al. 
2005; Mayer and Grummt 2005). The importance of the nucleolus to p53 activation 
is further supported by the observation that when there is a high level of DNA damage 
that does not affect the nucleolus (i.e. when UV-induced damage is specifically 
targeted to a non-nucleolar site), p53 is not activated (Rubbi and Milner 2003).

1.3.3.2 � Nucleostemin

This system of regulating p53 results depends on the dynamic movement of many 
nucleolar proteins, and there appears to be a delicate relationship between their 
relative levels. For example, nucleostemin, which is a marker for many stem cells 
and cancer cells, can suppress p53 after nucleolar disassembly by interfering with 
the interaction between MDM2 and RPL23 (Meng et al. 2008). In a contradictory 
scenario, ectopic nucleostemin has been shown to also activate p53 by binding to 
and inhibiting MDM2 function (Dai et al. 2008). Furthermore, depletion of nucleo-
stemin causes increased binding of RPL5 and RPL11 to MDM2, again activating 
p53 (Dai et al. 2008). Therefore, the level of nucleostemin is closely monitored by 
the p53 pathway, with both depletion and overexpression of nucleostemin leading 
to p53 stabilization (Ma and Pederson 2008). It can also apparently function as both 
an oncoprotein and a tumour suppressor, with the ultimate outcome potentially 
depending on the cellular context (Dai et  al. 2008; Meng et  al. 2008). Recently, 
nucleostemin has also been shown to be required for nucleolar structure, rRNA 
processing, and telomerase activity (Romanova et  al. 2009a; Romanova et  al. 
2009b), providing additional explanations for why it is expressed in stem and cancer 
cells, and why depletion would induce a p53-dependent arrest.



32 K.L. Cann et al.

1.3.3.3 � Nucleophosmin

Like nucleostemin, NPM is also implicated in cancer development, especially 
haematological malignancies. For example, approximately 35% of adult acute 
myeloid leukemia patients have mutations in NPM that cause it to be relocalized to 
the cytoplasm, and these mutations are thought to be tumour-initiating (Gjerset 
2006). Furthermore, the nucleophosmin gene, NPM1, is fused to the anaplastic lym-
phoma kinase (ALK) gene in the most frequent translocation found in anaplastic 
large cell lymphoma, the myeloid leukemia factor 1 (MLF1) gene in myelodysplastic 
syndrome, and retinoic acid receptor alpha (RARA) gene in acute promyelocytic leu-
kemia (APL) (Naoe et al. 2006). However, like nucleostemin, NPM can have both 
tumour suppressive and oncogenic functions. NPM, which functions in rRNA 
processing and ribosomal biogenesis, also functions to stabilize and sequester ARF 
in the nucleolus (Gjerset 2006). NPM is also required for the proper compartmental-
ization of the nucleolus, and this function is regulated through phosphorylation by 
CKII (Louvet et al. 2006). However, following cellular stress, NPM can also interact 
with MDM2, leading to the stabilization of p53 (Kurki et al. 2004). NPM can also 
directly interact with p53, modulating its transcriptional activities (Colombo et al. 
2002; Maiguel et  al. 2004). The observations that NPM can both activate and 
suppress p53 function suggests that the relative levels of NPM, ARF and MDM2 are 
critical in determining the ultimate outcome on p53 activity (Gjerset 2006). The 
oncogenic and growth promoting functions of NPM are also linked to both its func-
tion in ribosome biogenesis (Gjerset 2006) and its ability to enhance c-Myc function 
(Li et al. 2008). NPM also functions in genome maintenance, as it is involved in the 
regulation of centrosome duplication (Gjerset 2006).

1.3.3.4 � Nucleolin

Nucleolin is also associated with cancer development, as it is highly expressed in 
rapidly proliferating cells, and can also be found on the cell surface in a wide variety 
of cancer cells (Storck et al. 2007). However, like nucleostemin and NPM, it has 
both tumour suppressive and oncogenic functions. Nucleolin functions in both 
RNA polymerase I and II transcription, as well as rRNA processing, and mRNA 
stabilization (Storck et  al. 2007). Its role in RNA polymerase I transcription is 
related to its ability to bind and stabilize the G-quadruplex structures in the rDNA, 
which increases the density of RNA polymerase I loading, upregulating rRNA 
transcription. The drug CX-3543 is an inhibitor of the nucleolin/rDNA complex, 
and it is currently in human clinical trials for carcinoid/neuroendocrine tumours 
(Drygin et al. 2009). Nucleolin may also contribute to oncogenesis through telomere 
maintenance, as it can bind both telomere repeats and the catalytic component of 
telomerase (Storck et al. 2007). However, nucleolin also responds to stress to help 
inhibit DNA synthesis and the cell cycle. First, following heat shock, nucleolin 
relocalizes to the nucleoplasm, binding to replication protein A and inhibiting DNA 
replication (Daniely and Borowiec 2000). Next, like the other nucleolar proteins, 
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nucleolin can bind to and prevent MDM2 from ubiquitinating p53, ultimately 
activating p53 (Saxena et al. 2006). Nucleolin can also help regulate p53 at the level 
of translation. After DNA damage, nucleolin and RPL26 can bind to the 5’ untrans-
lated region of p53 mRNA, increasing the rate of p53 translation (Takagi et  al. 
2005). Finally, nucleolin can also bind p53 directly following relocalization to the 
nucleoplasm induced by ionizing radiation or camptothecin treatment, and this 
interaction is required for nucleolin to relocalize (Daniely et al. 2002).

1.3.3.5 � Other Tumour Suppressors

Other tumour suppressors known to localize to the nucleolus include ING1 
(inhibitor of growth 1) and PML. ING1 can interact with ARF, and it also relocalizes 
to the nucleolus following UV-irradiation, facilitating apoptosis (Scott et  al. 
2001; Gonzalez et al. 2006; Zhu et al. 2009). The PML protein is the main compo-
nent of nuclear structures known as PML nuclear bodies (Dyck et al. 1994; Koken 
et al. 1994). PML NBs are thought to function in gene transcription, proteasomal 
degradation, the viral response, tumour suppression, apoptosis, cell senescence, 
and DNA repair (see Section 2.2 and [Dellaire and Bazett-Jones 2004; Bernardi 
and Pandolfi 2007]). Following treatment with doxorubicin (a DNA intercala-
tor and topoisomerase II inhibitor), PML can sequester MDM2 in the nucleolus 
via an interaction with the ribosomal protein L11, which results in the stabiliza-
tion of p53 (Bernardi et al. 2004).

1.3.3.6 � The Nucleolus and Genome Maintenance

As discussed above, the nucleolar protein NPM functions in genome maintenance 
through its regulation of centrosome duplication (Gjerset 2006). However, there are 
additional mediators of genome maintenance found in the nucleolus. The most 
well-known example is telomerase. The telomerase enzyme is a ribonucleoprotein 
complex that extends the telomeres, the terminal segments of the chromosomes, 
which would otherwise become successively shorter each DNA replication (Collins 
2006). In the majority of human cancers, telomerase is upregulated, which allows 
the cells to replicate indefinitely (Tian et al. 2009). However, telomere dysregula-
tion can cause genomic instability, which may also lead to oncogenesis (Bailey and 
Murnane 2006). Active telomerase requires the telomerase reverse transcriptase 
(TERT), the telomerase RNA component (TERC), and the nucleolar ribosomal 
pseudouridine synthase and RNA-binding protein dyskerin (Cohen et  al. 2007; 
Kirwan and Dokal 2009). The association of telomerase with the nucleolus appears 
to be for both the RNP’s processing and maturation, as well as for its regulation 
(Raska et al. 2006; Derenzini et al. 2009). For example, under normal conditions, 
telomerase is sequestered in the nucleolus until S phase; however, in malignant 
cells, it is dispersed into the nucleoplasm, indicating that this level of regulation has 
been lost (Wong et  al. 2002). Of note, ionizing radiation induces telomerase to 
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relocalize back to the nucleolus in both primary and tumour cells, ostensibly to 
prevent telomerase from aberrantly affecting DNA double-strand break ends (Wong 
et  al. 2002). Because senescence and telomere shortening are intimately linked, 
telomerase regulation by the nucleolus represents another example of how the 
nucleolus can function in the control of cell senescence (Johnson et al. 1998).

The nucleolar protein Bop1 (block of proliferation 1) and its associated complex 
are involved in rRNA processing and ribosome biogenesis; however, both over 
expression and depletion of Bop1 lead to abnormal mitoses, identifying a function 
for this protein in maintaining chromosomal stability (Strezoska et al. 2000; Killian 
et al. 2004). Furthermore, expression of a dominant-negative version of Bop1 leads 
to p53 activation, suggesting that it might also function in the nucleolar stress 
response (Maggi and Weber 2005). Recently, 18S rRNA has been shown to help 
promote genomic stability by being part of an RNA/protein complex with Myc-
induced SUN domain-containing protein (Misu; a nucleolar RNA methyltrans-
ferase) that translocates to and is required for proper assembly of the mitotic 
spindle (Hussain et al. 2009). Other proteins involved in genome maintenance and/
or DNA repair with known nucleolar associations include the telomere repeat binding 
factor TRF2 (Zhang et al. 2004); the DNA helicases RecQL4 (Woo et al. 2006), 
BLM (Sanz et al. 2000; Yankiwski et al. 2000), and WRN (Marciniak et al. 1998); 
the endonuclease Mus81 (Gao et  al. 2003); Rad17 (Chang et  al. 1999); Rad50 
(Andersen et al. 2002); Rad52 (Liu et al. 1999); hMSH6 (Mastrocola and Heinen 
2009), and the DNA damage response kinase ATR (ATM- and Rad3-related) 
(Andersen et al. 2002).

Some of these proteins may localize to the nucleolus to help maintain the stability 
of the rDNA repeats, especially during S phase, including BLM, Mus81, and 
Rad52. BLM is a RecQ helicase, and mutations in its gene cause Bloom syndrome, 
a human genomic instability syndrome whose characteristics include increased 
sister-chromatid exchange and cancer predisposition. The BLM helicase has been 
shown to act on the rDNA repeats during replication, as it specifically binds to the 
non-transcribed spacer region of the rDNA repeat, which is where replication forks 
initiate. Therefore, BLM may help maintain the stability of this repetitive region 
(Schawalder et al. 2003). Of note, RecQL4 and WRN are in the same helicase family 
as BLM, and mutations in their genes cause Rothmund-Thomson syndrome and 
Werner syndrome, respectively. Like Bloom syndrome, these are human genomic 
instability syndromes characterized by cancer predisposition (Hanada and Hickson 
2007). Therefore, these helicases may be functioning in a similar manner to BLM 
in the nucleolus. However, WRN translocates out of the nucleolus in response to 
ionizing radiation, but not UV-irradiation, suggesting that nucleolar localization of 
this protein may also be functioning to regulate its activity (Karmakar and Bohr 
2005). Next, Mus81 is an endonuclease whose targets include Holliday junctions 
and replication forks. It is most abundant in S phase, and hyper-accumulates in the 
nucleolus, suggesting that it too might be required for rDNA replication (Gao et al. 
2003). Finally, Rad52, which functions in homologous recombination repair, also 
specifically localizes to nucleoli during S phase (Liu et al. 1999), indicating that it 
too may function in rDNA replication.
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Other genome maintenance proteins might be sequestered in the nucleolus to 
prevent them from indiscriminately eliciting a DNA damage signal and functioning 
on DNA inappropriately. Examples of this include telomerase and WRN, which 
were discussed above, and TRF2, Rad17, and hMSH6. TRF2, which besides stabi-
lizing telomere ends, functions in the DNA double-strand break response (Bradshaw 
et al. 2005), and also stimulates the activity of BLM and WRN (Opresko et al. 2002). 
It is present in the nucleolus early in the cell cycle, but begins to leave during G2. 
However, it begins to return to the reforming nucleoli during cytokinesis. Therefore, 
besides its role in telomerase regulation, the nucleolus may further regulate telomere 
function by controlling the activity of TRF2 (Zhang et al. 2004). Next, Rad17 is a 
replication factor C-like factor that loads the 911 (Rad9, Rad1, and Hus1) complex 
onto a DNA template. The 911 complex is structurally similar to the PCNA sliding 
clamp that is required for DNA replication. Loading of the 911 complex is required 
for the ATR-mediated activation of the checkpoint kinase Chk1, and may help to 
localize proteins required for the DNA damage response (Shechter et  al. 2004). 
Normally, Rad17 is sequestered in the nucleolus, but it is released following 
UV-irradiation, suggesting that the nucleolus may regulate Rad17 function by 
preventing it from interacting with chromatin in the absence of DNA damage 
(Chang et al. 1999). Finally, hMSH6, which functions in mismatch repair, is hyper 
represented in the nucleolus compared to in the nucleoplasm. Following DNA 
damage by an alkylating agent, the nucleolar fraction of hMSH6 was reduced. 
Therefore, the nucleolar localization of hMSH6 may help prevent the mismatch 
repair system from functioning in the absence of DNA damage (Mastrocola and 
Heinen 2009).

Rad50, which is a constituent of the damage sensing MRN complex, and the 
critical DNA damage response kinase ATR (which responds to stalled replication 
forks and UV-induced DNA damage) were found associated with the nucleolus in 
a proteomics screen (Andersen et al. 2002), so the significance of these associations 
is unknown.

1.3.4 � Nucleolar Function as a Cancer Initiator

While it is clear that the increased ribosome biogenesis by the nucleolus frequently 
occurs in cancer cells to help fuel their proliferation, one of the questions being 
discussed in the literature is whether or not altered nucleolar function, specifically 
altered ribosome biogenesis, could in fact be a cancer-initiating event. There are 
several inherited human disorders that support this hypothesis. Diamond-Blackfan 
anemia (DBA), which is an anemia characterized by a specific decrease in erythroid 
precursors, is associated with heterozygous mutations in one of several ribosomal 
protein genes: RPS7, RPS17, RPS19, RPS24, RPL5, RPL11, and RPL35a (Badhai 
et al. 2009; Zhang and Lu 2009). The disorder is also associated with cancer predis-
position, suggesting that the alterations in ribosome biogensis initiated by these RP 
gene mutations are oncogenic (Badhai et al. 2009; Zhang and Lu 2009). However, it 
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is important to note that some of these proteins have known non-ribosomal function. 
For example, RPS7, RPL5, and RPL11 all bind MDM2, inhibiting its negative regu-
lation of p53 (Badhai et al. 2009; Zhang and Lu 2009).

Next, dyskeratosis congenital (DC), which is a rare X-linked disorder that is 
characterized by progressive bone marrow failure and that includes a predisposition 
to cancer, is caused by mutations in the DKC1 gene. The protein product of this 
gene is dyskerin, which functions in snoRNPs and telomerase as a pseudouridine 
synthase (Ruggero and Pandolfi 2003; Montanaro et al. 2008). While its contribu-
tion to carcinogenesis as a component of the telomerase complex cannot be dis-
counted, there are data that suggest that the cancer predisposition is at least partially 
due to abnormal ribosome biogenesis. For example, DKC1 hypomorphoic mice 
develop tumours before their telomeres are shortened enough to cause genomic 
instability (Ruggero et al. 2003). Furthermore, DC patients and the DKC1 hypo-
morphic mice exhibit a selective defect in translation of a group of mRNAs that 
contain internal ribosome entry sites, such as the mRNA for the p27 tumour sup-
pressor (Yoon et  al. 2006). Therefore, it is possible that the altered translation 
caused by mutant dyskerin may help induce carcinogenesis (reviewed in [Ruggero 
and Pandolfi 2003; Montanaro et al. 2008]).

Two other genetic disorders that are caused by mutations affecting ribosome 
biogenesis and that are associated with cancer predisposition are cartilage hair 
hypoplasia and Shwachman-Diamond syndrome. Cartilage hair hypoplasia is 
caused by mutations in the non-coding RNA component of the ribonucleoprotein 
complex RNase MRP (RMRP). RMRP functions in ribosomal RNA processing, 
specifically in processing of the 5.8S rRNA (reviewed in [Montanaro et al. 2008]). 
Shwachman-Diamond syndrome is caused by mutations in the SBDS gene, whose 
protein product functions in rRNA processing and ribosome maturation (reviewed 
in [Montanaro et al. 2008]). Therefore, altered translation may be able to induce 
carcinogenesis in much the same way as altered transcription, with both quantitative 
and qualitative changes in translation potentially being able to upregulate oncopro-
teins and/or downregulate tumour suppressors. Therefore, because it is the birthplace 
of ribosomes, the nucleolus could function in tumorigenesis by modifying the ribo-
somes it produces, ultimately affecting how and what they translate. However, the 
non-ribosomal functions of these proteins clearly cannot be discounted (reviewed 
in [Ruggero and Pandolfi 2003; Montanaro et al. 2008]).

1.3.5 � Summary of the Nucleolus and Cancer

Our understanding of the nucleolus as a dynamic and “plurifunctional” structure 
(Pederson 1998) has ushered in a new era of being able to functionally analyze the 
nucleolus. As such, the nucleolus has emerged as a critical stress sensor, and as a 
regulator of the cell cycle and genome stability. How and why the nucleolus is 
involved in these seemingly disconnected pathways are extremely active areas of 
research that are providing insights into the development of cancer, and we now 
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have the tools, in the form of advanced imaging techniques and proteomic screens, 
to evaluate nucleolar dynamics in ways that were not possible 20 years ago.

However, we can begin to speculate about the how and why of non-ribosomal 
nucleolar function through the very structure and function of the nucleolus. The 
nucleolus and other subnuclear structures, including the PML NBs, represent protein 
islands within an ocean of chromatin (Dundr and Misteli 2001; Politz et al. 2005). 
Therefore, they provide unique cellular environments that are separated from the 
majority of mRNA transcription, providing a site for protein regulation through 
sequestration. In fact, the ability of nucleolar proteins to regulate p53 stems from 
this very attribute of the nucleolus. ARF, nucleostemin, and NPM do not normally 
come into large-scale contact with MDM2 and p53; therefore, their release following 
nucleolar disassembly allows these proteins to interact specifically under stress 
conditions (Rubbi and Milner 2003; Olson 2004; Mayer and Grummt 2005; 
Gjerset 2006).

The nucleolus also contains a wide-array of RNA modifying and processing 
enzymes, which might explain why ribonucleoproteins such as telomerase and 
signal recognition particle, and non-ribosomal RNAs such as tRNAs are partially 
processed and matured here (Raska et al. 2006). Next, ribosome biogenesis is the 
major metabolic activity of the cell (Schmidt 1999), with 14, 000 ribosomal subunits 
leaving the nucleolus per minute, and approximately 60% of the total RNA tran-
scription in the cell being rRNA (Raska et al. 2006). Therefore, we can speculate that 
even minor perturbations in the cellular environment, not to mention significant 
events like DNA damage, would affect rRNA transcription before other nuclear 
functions. It would then make sense for the nucleolus to function as a front-line 
sensor of the cellular environment. Finally, the very fact that cell growth (which is 
regulated by the level of ribosome biogenesis) and cell proliferation must be 
co-regulated means that the nucleolus is already involved in the feedback mecha-
nisms that integrate these processes (Thomas 2000; Volarevic et al. 2000). In conclu-
sion, nucleolar number, morphology, and biochemical composition reflect underlying 
cellular conditions, such as proliferation rate, tumour suppressor and oncogene status, 
stress, and DNA damage, and these parameters reflect and can be used to assess the 
overall state of the cell.

1.4 � The Perinucleolar Compartment in Cancer Cells

During carcinogenic transformation, cellular structure and function undergo 
significant alterations. Changes in gene expression and function are often 
reflected in structural changes in cancer cells. Notably, the morphological char-
acteristics of cancer cell nuclei are drastically different from normal ones and the 
level of alteration is directly associated with the progression of the diseases, such 
that the nuclear morphometry is one of the key criteria in tumour grading clini-
cally. The perinucleolar compartment (PNC), a subnuclear structure at the 
periphery of the nucleolus, is one of the nuclear structural changes that take 
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place during malignant transformation. In this section, we will discuss the current 
understanding of the structure and functional implication of the PNC in malig-
nant cells.

The PNC was first shown in the isolation and identification of the polypyrimidine 
track binding protein (PTB), in which immunolabeling using anti-PTB antibody 
showed a perinucleolar enrichment in HeLa cells (Ghetti et al. 1992). However, the 
structure is not readily detectable through conventional histological stains. When 
cells are examined by a transmission electron microscope with standard labeling, 
the PNC appears to be composed of dense reticulated thick strands in direct contact 
with the nucleolus, but is structurally distinct from nucleolus. It is irregular in shape 
and the size ranges from less than 1–5 um (Huang et al. 1997) (Fig. 1.1).

1.4.1 � The PNC Formation is Associated with Malignant 
Phenotype In Vitro and In Vivo

Earlier studies showed that PNC prevalence (the percentage of cells containing at 
least one PNC) is significantly increased in cancer cell lines in vitro (Huang et al. 
1997). A more recent survey of a large number of normal and malignant cells either 
transformed in vitro or isolated from human tumours further supports the associa-
tion of PNCs with cancer cells (Norton et al. 2008a). PNCs are absent in normal 
primary cells including mouse and human embryonic stem cells and are rare in 
immortalized cells. In contrast, PNC prevalence is increased and is highly hetero-
geneous in different cancer cell lines derived from solid tissue origin, with some 
reaching as high as nearly 100%. To determine whether the PNC prevalence within 
a given cell population is associated with the level of malignancy, Norton et  al, 
examined a series of prostate cancer cell lines (PC3) derived from the same tumour, 
but representing varying levels of metastatic capability. The results show that PNC 
prevalence closely correlates with the metastatic capacity of the cell lines, indicating 
that a high PNC prevalence is associated with a strong capacity for metastasis 
(Norton et al. 2008a).

To evaluate the association of PNCs with cancer in vivo, Kamath et al. investi-
gated PNC prevalence in human breast cancer samples. Double blinded studies 
showed that PNC prevalence increases in parallel with disease progression as char-
acterized by clinical stages and histological grades. PNC prevalence shows a step-
wise elevation from the primary disease to lymph nodes and to metastasis, reaching 
nearly 100% in distant metastases, demonstrating that PNC prevalence positively 
correlates with the disease progression of cancer (Kamath et al. 2005). Additionally, 
multivariate studies using case-matched samples showed that PNC prevalence has 
independent prognostic information over tumour size and grading in stage 1 breast 
cancer patients. The findings both in vitro and in vivo demonstrate that PNC forma-
tion is closely associated with malignancy. The enrichment of PNC containing cells 
to nearly 100% in distant metastases suggests that PNC formation reflects key 
changes during transformation that confer metastatic capabilities and that PNC 
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containing cells have growth and metastatic advantages over cells without PNC. 
Thus, PNC could serve as a pan-cancer marker for tumours of solid tissue origin 
(Norton et al. 2008a).

1.4.2 � Association of PNC with Pol III Transcription

The PNC is a multi-component structure enriched with RNA binding proteins and 
RNAs. The RNA binding proteins so far identified in the PNC include polypyrimi-
dine tract binding protein (PTB), CUG-BP (Huang et al. 1998; Huttelmaier et al. 
2001), KSRP (Hall et al. 2004), Raver1 (Huttelmaier et al. 2001), Raver2, Rod1, 
and nucleolin (Pollock and Huang 2009). With the exception of nucleolin, these 
proteins have primarily been implicated in pre-mRNA metabolism. PTB partici-
pates in a broad range of functions in post-transcriptional processing of pre-mRNA. 
It plays an important role in alternative splicing, RNA trafficking, RNA stability, 
and translational controls (Sawicka et al. 2008). KSRP and CUB-BP are both also 
involved in conventional and alternative splicing, and regulation of the process 
(Castle et  al. 2008). More recently, KSRP has been shown to be involved in 
microRNA biogenesis (Trabucchi et al. 2009). Raver 1 and 2 are PTB binding pro-
teins and mediate splicing repression (Rideau et  al. 2006). Nucleolin is a multi-
function protein that has been implicated in pre-rRNA processing and ribosome 
assembly, as well as in pre-mRNA metabolism and cell surface functions (Mongelard 
and Bouvet 2007). Although many pol I transcription and pre-rRNA processing 
factors, including UBF1, RNA polymerase I, TAF1, fibrillarin, and NPM, have 
been examined for their association with the PNC, nucleolin is the only nucleolar 
protein found enriched in the PNC (Chen and Huang unpublished data). The PNC 
associated RNAs include RNase MRP, RNAse P, hY, SRP, and Alu RNAs (Matera 
et al. 1995; Lee et al. 1996; Wang et al. 2003). These RNAs are co-enriched in the 
PNC with the RNA binding proteins, in which they are detected above the nucleo-
plasmic level by immunofluorescence. RNase MRP and P are ribozymes involved 
pre-ribosomal RNA and tRNA processing (Xiao et al. 2002. hY and Alu RNA form 
RNPs with proteins and function of these RNPs are still at the beginning of inves-
tigation. Interestingly, ribosomal RNAs (Xiao et al. 2002) are not found enriched in 
the PNC (Matera et al. 1995).

Several lines of evidence indicate that the PNC is associated newly synthesized 
RNA. A 5-min pulse labeling with BrU shows that the PNC is highly concentrated 
with newly synthesized RNA (Huang et al. 1998). Selective inhibitions of individual 
polymerases demonstrate that these RNA are mainly synthesized by RNA poly-
merase III. Specific pol III inhibitor treatment induces a disassembly of the PNC 
within 2–3 h, suggesting that the PNC is dependent upon a continuous synthesis of 
pol III transcripts (Wang et al. 2003). Together with the evidence of co-localization 
of the RNA and RNA binding protein, these observations lead to a working hypothesis 
that the PNC is enriched with novel RNA-protein complexes that are involved in 
the metabolism of newly synthesized pol III RNA. It appears that not all pol III 
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RNAs can be found concentrated in the PNC since in situ hybridization of other pol 
III RNA including 5S RNA, U6 RNA and tRNAs fails to detect enrichment of these 
RNAs in the PNC (Matera et al. 1995).

1.4.3 � The PNC is Nucleated upon DNA

In addition to the requirement for ongoing pol III transcription, PNC structural 
maintenance also requires the integrity of DNA. Treatment of cells with DNA dam-
aging agents or UV irradiation induces PNC disassembly. Blocking the DNA damage 
repair response does not influence the disassembly of PNC, but it does block the 
recovery of PNC prevalence post-DNA damage. These findings indicate that the 
DNA damage itself and not the repair is responsible for the disruption of the PNCs 
(Norton et  al. 2008b). Examination of a large panel of DNA damaging agents 
reveals that not all types of DNA damage disrupts PNCs. Only those capable of 
DNA intercalations or cross-linking disassemble the PNC. For some, the treatment 
disrupts PNC without significant interruptions of pol III transcription. The uncou-
pling between pol III transcription and PNC disassembly demonstrates that DNA 
structural integrity is critical to the PNC structure. The association of the PNC with 
the DNA is further supported by several cell biological observations. (1) The PNC 
colocalizes with BrU labeled nascent RNA as detected by confocal microscopy. 
(2) The number of PNCs within each nucleus increases in parallel with the 
increased number of endo-replication cycles in temperature sensitive cdk1 mutant 
cells at the non-permissive condition. These cells continue to replicate DNA, but 
are unable to divide at the non-permissive condition (Laronne et  al. 2003). The 
increase in the number of PNC corresponds to the number of rounds of DNA dupli-
cation. (3) PNCs appear to split into two dots during S phase, similar to the behavior 
of DNA replication as observed by in situ hybridizations, and return to one structure 
in G2; (4) Releasing cells into S phase from a hydroxyurea block at G1/S demon-
strated that most of the split PNCs are observed at early to mid S phase, suggesting 
an association with a more gene rich chromatin segment since gene rich regions 
replicate early. Together, these results indicate that the PNC is associated with a 
chromatin locus or loci (Norton et al. 2008b).

In summary, PNCs are unique nuclear substructures that form in malignant cells. 
PNCs are highly enriched with newly synthesized pol III RNAs and are also con-
centrated with RNA binding proteins primarily indicated in pol II RNA metabo-
lism. The PNC is nucleated upon a yet to be identified DNA locus or loci. These 
findings lead to a working model, in which the formation of the PNC is a cellular 
physiological adjustment to the malignant state during cancer development. The 
enrichment of pol III transcripts and RNA binding proteins suggests that these 
novel protein-RNA complexes in PNCs may play a role in the regulation of gene 
expression of pol III origins during transformation. Studies are underway to char-
acterize the novel RNPs that are associated with the PNC and their role in pol III 
gene expression in cancer cells.
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1.5 � Evidence for the Coordination of Function Between 
Nuclear Subdomains in Tumour Suppression

Many of the nuclear bodies have physical associations, and frequently occur 
juxtaposed beside each other. The PNC, as its name would suggest, is found 
adjacent to the nucleolus (Huang et  al. 1997). Cajal bodies are also frequently 
found at the nucleolar periphery, can move to and from the nucleolus (Platani 
et al. 2000), and have even been found within the nucleoli in human breast carci-
noma cells (Ochs et  al. 1994). Furthermore, gems, cleavage bodies, and PML 
NBs can colocalize with or lie adjacent to Cajal bodies (Dundr and Misteli 2001; 
Spector 2001). Various RNA and protein components of each of these bodies are 
also known to shuttle between structures. For example, snoRNAs are first trans-
ported to Cajal bodies for modification before they reach the nucleolus, and the 
Cajal body marker protein coilin can also be present in the nucleolus (Morris 
2008), and the nucleolar protein fibrillarin can also shuttle to Cajal bodies (Dundr 
et al. 2004). Another example is the nucleolar protein nucleolin, which has also 
been found in the PNC (Pollock and Huang 2009). Finally, following nucleolar 
disassembly initiated by transcriptional inhibition, PML and Sp100 from PML 
NBs, and coilin from Cajal bodies form caps on the segregated nucleolar compo-
nents (Shav-Tal et  al. 2005). These data support a model in which the nuclear 
bodies function in an interrelated manner to accomplish their respective tasks. 
For example, snoRNA maturation in the Cajal bodies ultimately supports ribo-
some biogenesis in the nucleolus, and snRNA maturation and assembly into 
snRNPs in the nucleolus and Cajal bodies is required for the splicing function of 
the nuclear speckles (Dundr and Misteli 2001; Raska et al. 2006; Morris 2008).

This integration of nuclear body function also extends into their contributions to 
cancer biology. For example, the overlapping role of the nucleolus and Cajal bodies 
in ribonucleoprotein maturation also includes telomerase biogenesis and regulation. 
In cancer cells, telomerase is localized to Cajal bodies, with the telomerase reverse 
transcriptase (Tomlinson et al. 2008) and the novel telomerase holoenzyme subunit 
TCAB1 (telomerase Cajal body protein 1) (Venteicher et al. 2009) being required 
for the recruitment of the enzyme to this site. As telomerase maturation is also asso-
ciated with the nucleolus, and active telomerase holoenzyme includes the nucleolar 
protein dyskerin, a functional telomerase enzyme may require modifications carried 
out at either or both the nucleolus and the Cajal body (Wong et al. 2002; Raska et al. 
2006; Theimer et al. 2007; Derenzini et al. 2009). PML IV, one of the isoforms of 
PML, and a component of the PML NBs, is a negative regulator of telomerase 
through its interaction with TERT (Oh et  al. 2009). Interestingly, in telomerase-
negative tumours, PML NBs are associated with an alternative mechanism of telomere 
maintenance known as alternative lengthening of telomeres (ALT). In ALT cells, a 
subset of PML NBs associate with telomeric DNA, and these bodies are known as 
ALT-associated PML NBs (APBs) (reviewed in [Dellaire and Bazett-Jones 2004]). 
Therefore, at least three types of nuclear bodies can function to prevent telomere 
shortening in cancer cells, which allows these cells to divide indefinitely.
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The nucleolus and PML NBs also exhibit substantial overlap in transient 
constituents involved in the regulation of genome stability and the DNA damage 
response. For example, the BLM protein, which is RecQ family helicase, is found in 
PML NBs except during S phase when it relocalizes to the nucleolus with another 
RecQ family helicase, WRN, potentially to help stabilize the replication of the rDNA 
repeats (Yankiwski et al. 2000; Schawalder et al. 2003). As discussed above, muta-
tions in the BLM and WRN genes cause Bloom syndrome and Werner syndrome, 
respectively, which are human genomic instability syndromes that are also character-
ized by cancer predisposition (Hanada and Hickson 2007). Therefore, shuttling of the 
BLM protein between the PML NBs and the nucleolus may be important for regulating 
its function in genome maintenance. Other DNA damage response proteins associ-
ated with both the nucleolus and PML NBs include the critical replication-damage 
signaling kinase ATR (Andersen et  al. 2002), the replication factor C-like clamp 
loader Rad17 (Chang et al. 1999); Rad50, a constituent of the damage sensing MRN 
complex (Andersen et al. 2002); and Rad52, which functions in homologous recom-
bination repair (Liu et al. 1999). Rad17, Rad52, and ATR are associated with PML 
NBs in ALT cell lines (Barr et al. 2003; Dellaire and Bazett-Jones 2004), whereas 
Rad50 has been show to associate (as a part of the MRN complex) with PML NBs 
both in undamaged cells and at late repair foci (reviewed in [Dellaire and Bazett-
Jones 2004]). Rad17 is normally localized to the nucleolus, but is released following 
UV-induced DNA damage (Chang et al. 1999), and Rad52 specifically localizes to 
nucleoli during S phase (Liu et al. 1999). Therefore, shuttling of these DNA damage 
proteins between nucleoli and PML NBs may represent: (1) multiple layers of regula-
tion, including sequestering proteins until their functions are required; and/or 
(2) targeting of repair proteins to the two bodies for similar functions, such as aiding 
the replication of the rDNA repeats at the nucleoli and the telomere repeats at APBs.

Finally, the regulation of the p53 protein provides another important example of 
the functional overlap between nuclear bodies in cancer biology, as both PML NBs 
and the nucleolus have critical functions in the regulation of this fundamental 
tumour suppressor (Fig.  1.2). Depending on the activating signal (which can 
include oncogene expression or DNA damage), p53 can be stabilized at PML NBs 
through acetylation by the acetyltransferases CBP (Ferbeyre et al. 2000) or TIP60 
(Wu et  al. 2009), through phosphorylation by the kinases Chk2 (Louria-Hayon 
et al. 2003), CK1 (Alsheich-Bartok et al. 2008) or HIPK2 (D’Orazi et al. 2002), and 
potentially through de-ubiquitination by ubiquitin specific protease 7 (USP7) 
(Everett et al. 1997; Li et al. 2002). While the PML NBs provide a site for post-
translational modification of p53, the nucleolus acts as an upstream stress sensor 
for p53. In times of nucleolar stress (when RNA polymerase I transcription is 
inhibited), the nucleolus disassembles, releasing nucleolar proteins into the nucleo-
plasm. A growing list of them, including ARF, NPM, nucleostemin, nucleolin, and 
the ribosomal proteins RPL5, RPL11, RPL23, and RPS7 help stabilize p53 through 
interactions with MDM2 and/or p53 (Montanaro et al. 2008; Zhang and Lu 2009). 
Furthermore, the nucleolus can also act as a site for MDM2 sequestration. Following 
DNA damage or oncogene expression, ARF can sequester MDM2 in the nucleolus, 
again preventing its interaction with p53 (Weber et al. 1999; Khan et al. 2004; Dias 
et al. 2006; Saporita et al. 2007). Finally, the functional link between the PML NBs 



Fig. 1.2  Regulation of the p53 tumour suppressor by nuclear bodies. (a) In an unstressed cell, p53 levels 
are kept low by the action of MDM2. MDM2 is an E3 ligase that ubiquitinates (Ub) p53, targeting it for 
degradation. (b) Following cellular stress, including DNA damage that causes RNA polymerase I inhibi-
tion, the nucleolus disassembles. This disassembly releases ARF, NPM, nucleostemin, nucleolin, and the 
ribosomal proteins RPL5, RPL11, RPL23, and RPS7 into the nucleoplasm, where they help stabilize p53 
through interactions with MDM2 and/or p53. p53 is also stabilized by phosphorylation (P) and acetyla-
tion (Ac) at PML NBs by the kinases Chk2, CK1 and HIPK2, and by the acetyltransferases CBP and 
TIP60. Stabilized and activated p53 can then upregulate its target genes, which include the G1/S regula-
tor p21, and the pro-apoptotic genes Noxa, Puma, Bid, and Bax. (c) Following oncogene expression or 
certain forms of DNA damage (such as those caused by ionizing radiation, Mitomycin C, or doxorubi-
cin), MDM2 is sequestered in the nucleolus by ARF and/or PML. p53 is then activated as above
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and the nucleolus in p53 regulation is perhaps best exemplified by the observation 
that PML can relocalize to the nucleolus and also help sequester MDM2 there 
following doxorubicin treatment (Bernardi et  al. 2004). Therefore, the nucleolus 
and the PML NBs can function independently and in concert to help ensure that p53 
is stabilized and activated when it needs to be.

The nucleus is a dynamic, interconnected web of chromatin and nuclear bodies. 
DNA replication, cell cycle regulation, and DNA repair must be and are integrated with 
the ongoing processes of RNA transcription, RNA processing, ribonucleoprotein com-
plex formation, and ribosome biogenesis. Therefore, it is not surprising that a single 
perturbation to the system can induce wide-spread consequences across the entire 
nuclear landscape. As such, no nuclear body is truly isolated from its neighbours.

1.6 � Concluding Remarks

Our current understanding of nuclear body function would not have been possible 
without the advent of advanced microscopy techniques, including fluorescence 
microscopy, live-cell imaging, and electron spectroscopic imaging (Dellaire et al. 
2004; Olson and Dundr 2005; Handwerger and Gall 2006; Hernandez-Verdun 
2006b; Trinkle-Mulcahy and Lamond 2007). Interactions between proteins, nuclear 
body response to stimuli, and nuclear trafficking can now be visualized and ana-
lyzed in vivo, and the nuclear localization of almost any protein, RNA or gene can 
be mapped. Not surprisingly, these types of analyses led to the identification of 
many of the nuclear bodies, and helped establish new functions for well-known 
nuclear bodies such as the nucleolus. As such, the morphological analysis of cancer 
cells can be carried out at a level of detail that would not have been possible 20 years 
ago. Instead of merely associating certain cellular phenotypes with cancer cells, we 
now have the capabilities to begin to directly relate structural alterations with func-
tional changes within the cell. As such, our knowledge of the roles that nuclear 
bodies play in tumour suppression and oncogenesis is increasing rapidly, providing 
new cancer biomarkers (for diagnosis, prognosis, remission status monitoring, treat-
ment efficacy, and treatment selection), and new targets for cancer therapies.
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Abstract  There has been widespread interest in the nuclear body (NB) Promyelocytic 
leukemia (PML) because of its link to several human disorders, including 
Promyelocytic  leukemia and AIDS. The notion of PML NB interaction with its 
surrounding and other NBs such as RNA Polymerase II (RNA Pol II) is of great 
importance as it can improve our understanding of the function of PML. In this 
paper, spatial point process methods are used to conduct multivariate analysis to 
assess the relationship between the spatial locations of PML NBs relative to RNA 
Pol II. We also propose a model for PML NB locations. By fitting a model to the 
PML NBs we are able to gain insight into how PML NBs are distributed across the 
nucleus in relation to themselves and the nuclear boundary.

Keywords  Spatial Point Pattern • PML • RNA Pol II • Marked Point Process 
• Inhomogeneous Poisson Process • K-function

2.1 � Introduction

The notion of Promyelocytic leukemia (PML) nuclear body (NB) interaction with 
its surrounding is one of great importance. Lanctot et al. (2007) have reported that 
gene expression is mediated by interaction between chromatin and protein complexes. 
Dellaire and Bazett-Jones (2004) have proposed that PML NBs are dynamic 
sensors of cellular stress, that associates with regions of DNA damage. Borden 
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(2002) has suggested that PML NBs tend to be near certain nuclear compartments 
such as Cajal/coiled bodies, cleavage bodies, and splicing speckles .

Knowledge of the PML NBs in relation to other structures may provide clues to 
PML NB functions. Furthermore, its relative location may give insight into what 
specific targets it regulates (Borden 2002). Following this, most reported strategies 
for assessing PML NB functions in essence are designed to answer questions relat-
ing to which nuclear structures the bodies are near to, what other macromolecules 
localize with the body, and the effects of disrupting the locations of the body 
(Borden 2002). Wang et al. (2004) analysed the correlation between the minimum 
locus-PML distances against their transcriptional activity to show that PML associ-
ate with transcriptionally active genomic regions.

The Imperial College Centre for Structural Biology has been able to provide 
images obtained via confocal microscopy. Such images provide the spatial loca-
tions (three-dimensional coordinate space) of PML and centroids of other nuclear 
bodies (RNA Polymerase II etc.) (see Fig. 2.1), and also the nuclear boundary (see 
Fig. 2.2). These data will be used for the quantitative analysis presented in this 
paper. Note that we are considering replicated data, that is, data for several cell 
nuclei representing multiple independently and identically distributed realisations 
of some spatial stochastic process. Replication can add complications to statistical 
inference (see Section 2.4 on modelling PML NB data), but is important as it pro-
vides further credibility to the outcome of the statistical analysis.

We shall carry out multivariate (or equivalently, marked) point pattern analysis 
so that we can provide some statistical evidence for biological ideas regarding 

Fig. 2.1  Microscopy image of cell nucleus with PML bodies (green) and RNA-Polymerase II (red)
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PML NBs association with other nuclear bodies. Specifically, Borden (2002) 
stated that general transcription factors such as RNA Polymerase II do not colo-
calize with PML bodies. This is consistent with experimental results obtained by 
Xie and Pombo (2006) which supported the view that although PML NBs are 
present in transcriptionally active areas, they are not generally sites of poly-
merase II assembly. We shall attempt to use spatial point pattern analysis to 
confirm or otherwise these findings. We also explore and discuss how one might 
go about modelling the relationship between PML NB size with its positioning in 
the nuclear interior.

This paper is structured as follows. In the next section we will provide a back-
ground to point process theory and its application for multiple event types. We shall 
then go onto discuss how multivariate spatial analysis can be used for assessing the 

Fig. 2.2  PPSD2 data: Microscopy image of cell nucleus with PML bodies (green) and nucleoli 
(red), with nuclear lamina (blue)
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relationship between the spatial location of PML NBs relative to RNA Polymerase 
II. In the final section we discuss a possible approach for modelling PML NB loca-
tions before ending with concluding remarks.

2.2 � Spatial Point Processes: Theory, Models and Statistics

The earliest discussions on spatial point processes date back to the early 1950s 
when used by Skellam (1952) and Thompson (1955) in statistical ecology. The 
work of Matérn in 1960, later re-published in 1986, has been viewed as pioneering 
(Cox and Isham 1980; Kemp 1988). More recently, Møller and Waagepetersen 
(2004) have provided more detailed accounts of modern spatial point process theory, 
statistics and models; see also Stoyan (2006).

We begin by introducing notation, definitions and some important concepts. 
These initial definitions and concepts are as those given by Cressie (1991), Karr 
(1991), Stoyan and Stoyan (1994), Stoyan et al. (1995), and Stoyan (2006). We 
begin by considering a collection of points observed within the nucleus, resulting 
in a data set having two or three coordinates if we utilize microscopic slices or 
the entire confocal image respectively. Throughout we denote locations by 
x = (x, y) or x = (x, y, z) and use subscripts i = 1, …, n to denote the locations of n 
observations in the data set. We shall denote the 2-dimensional disk (3-dimen-
sional ball) of radius r centered at x by B ( , )d rx , although the superscript d will 
sometimes be omitted.

2.3 � Spatial Point Process: Definitions and Calculations

We assume that the points – PMLs, genomic loci, other nuclear bodies stained in 
the experiment – observed in the images follow a spatial point process, that is, the 
points occur according to a random mechanism that we can characterize in terms 
of the distribution of the numbers of points that occur in disjoint spatial regions. For 
a spatial point process, denoted X, we write 

∈

= ∑( ) ( ),
i

B i
X

X B I
x

x

where (.)BI denotes the indicator function for set B, to indicate the count of the 
number of points of X observed in the region B. For set S, the notation X(S) = n 
means that S contains n points of X. A spatial point pattern – a realisation of a 
spatial point process – is defined through the locations of points (Cressie 1991). We 
will at times make the assumption that the spatial point process X is stationary or 
isotropic; X is stationary (or equivalently, homogeneous) if it has the property that 

′
′= + ∈{ : }X X

x
x x x  has the same distribution for all x¢ ∈ ℜd. Also, the point process 

X is said to be isotropic if it is invariant under rotation. Stationarity and isotropy 
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can be very important assumptions in spatial point process analysis. Practitioners 
will at times (often implicitly) assume that stationarity holds (without carrying out 
formal tests for stationarity), or be content that it holds approximately so that 
certain point process techniques can be readily adopted (see Baddeley et al. 1992; 
Glasbey and Roberts 1997 as examples).

The intensity measure, L, of X is a point process characteristic analogous to the 
mean of real-valued random variables, that is defined as 

∈

 
= = =  

 
∑∫E E I( ) [ ( )] ( ) ( ) ( )B

X

B X B B P dL
x

x x x

that is, the expected number of points lying in the region B. In the homogeneous 
case it suffices to consider an intensity, l since then L(B) = ln(B), where n(B) is the 
area (or volume) of B. In general, we define the kth moment measure m(k) by 
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for sets B
1
, …, B

k
, and × denoting the Cartesian product. Stoyan and Stoyan (1994) 

provide a more detailed account on higher order moments, including geometrical 
interpretations.

2.4 � Binomial and Poisson Point Processes

2.4.1 � The Binomial Point Process

The points x
1
…x

n
 form a Binomial point process, X

Bin(W, n)
 in the set W if they are 

independently and uniformly distributed inside W, with 
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ν
P P P 1

1 1 1

( )····· ( )
( , , ) ( )····· ( )

( )
n

n n n n

B B
B B B B

W
x x x x

for B
1
, …, B

n
 subsets of W. The intensity, l, of this process is given by 

ν
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The simulation of virtually all spatial point processes in W requires simulating a 
binomial point process (n points uniformly inside W). Simulating n events uni-
formly inside W, a unit square or cube is straightforward; for a unit cube, one simply 
superimposes n independent uniform random points, u

1
, …, u

n
 where u

i
 = (u

i1
, u

i2
, u

i3
), 

and u
ij
 ~ Uniform(0, 1). Once simulated inside the unit cube, we can then apply scal-

ing and translation in order to obtain a simulation inside any fixed cuboid. Coordinate 
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transformation can be used for simulating uniformly inside a sphere. That is, if 
u = (u

1
, u

2
, u

3
) is a uniform point in the unit cube, then x = (x

1
, x

2
, x

3
) where 

= = =1 2 3sin( )cos( ) sin( )sin( ) cos( )x R x R x Rq f q f q

and R = u
1

1 ∕ 3, q = arccos(1 − 2u
2
), and j = 2pu

3
 is uniform inside the unit sphere. 

Once again, the relevant scaling can be applied for the case where simulation inside 
an ellipsoid is required. For less straightforward sets and irregularly shaped regions, 
W

0
, rejection sampling (see for example Ripley 1987) can be used. This involves, 

for example, simulating uniformly inside W ⊃ W
0
 and retaining the points that lie in 

W
0
. Simulation is repeated until the desired number of points are obtained.
Data sets PPDS2 and PPDS3 provide the locations of points that constitute empty 

space inside the nucleus. We exploit this information as a means of simulating u points 
uniformly inside the nucleus. Specifically, for the u points x

1
, …, x

u
 that are classified 

as empty space, n such points are chosen at random (without replacement). Random 
selection is made by equipping each of the x

1
, …, x

u
 with a unique integer {1,..., }k u∈ . 

The point x is selected if the randomly chosen {1,2,..., }y u∈ is its assigned integer. 
Occasionally, we attempt to simulate uniformly inside the nuclear interior by adopting 
methods for simulating uniformly inside a convex hull (Fishman 1996).

2.4.2 � The Homogeneous Poisson Point Process

A default standard model for point patterns is the homogeneous Poisson process. 
The homogeneous (stationary) Poisson process X

P
, is defined by the following 

postulates:

	(i)	 For some constant l > 0, and set B, X
P
(B) follows a Poisson distribution with 

mean ln(B). The parameter l is the intensity. For the three-dimensional case, 
this can be interpreted as the number of events per unit volume.

	(ii)	 Given X
P
(B) = n, the n events in B form an independent sample from the uniform 

distribution on B.
	(iii)	� If B

1
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s
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These postulates are simultaneously the definition of complete spatial randomness 
(CSR). The void probabilities of X

P
 are given by ( )( ( ) 0) exp ( )X B B= = −λνP . The 

first order moment L follows from property (i) and is given by 

( ) [ ( )] ( )B X B BΛ = = λνE
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The homogeneous Poisson spatial point process can be simulated inside W directly 
from the first two postulates. First we simulate n ~ Poisson(ln(B)), then simulate n 
points uniformly inside W (that is, simulate ∼

 Bin( , )~ W nXx ).

2.4.3 � Inhomogeneous Poisson Point Process

One of the most simple alternatives to the homogeneous Poisson point process is the 
inhomogeneous Poisson point process. The inhomogeneous Poisson point process is 
obtained by replacing the intensity l by a spatially varying density l(x). Let L be a 
diffuse Radon measure on d . An inhomogeneous Poisson point process is a point 
process possessing the following two properties:

	(i)	 The number of events in a bounded B has a Poisson distribution with mean 
L(B)

( )Λ
= = −Λ ∈ …P ( ( ))

( ( ) ) exp ( ) ,  for {0,1,2, }
!

nB
X B n B n

n

	(ii)	 The number of points in k disjoint sets form k independent random variables.

The function L(B) can be written as 

Λ = λ∫( ) ( )
B

B dx x

The function l(. ) is the intensity function of the inhomogeneous point process. An 
inhomogeneous Poisson spatial point process in a set W can be simulated by using 
the rejection or random thinning algorithm of Lewis and Shedler (1976). The algo-
rithm for an inhomogeneous Poisson process with intensity function l(x) is as fol-
lows: Simulate a homogeneous spatial Poisson point process of intensity l

max
, 

where l
max

 is the largest intensity value over W. Then independently delete each 
point x

i
 with probability 

	
λ

−
λ  max

( )
1 ix

	 (2.1)

The retained points form a realisation of events from an inhomogeneous Poisson 
process with intensity function l(x).

2.4.4 � Estimating Intensity

Estimation of many point process functions rely on the estimation of the intensity 
of a stationary point process. Given a sampling region W, a natural unbiased estimator 
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for the intensity of a stationary point process is =ˆ ( ) / ( )X W Wl n . The intensity 
function l(. ) of an inhomogeneous Poisson process can also be estimated using 
parametric or non-parametric methods such as kernel-based estimation (see, for 
example, section 8.5.1 of Cressie 1991).

2.4.5 � Edge-Effects

Estimating point process functions of interest in some bounded region W, the sam-
pling or observation window, is not trouble-free. Problems generally encountered 
are those arising from edge effects, that is, estimation problems created by not being 
able to observe data outside the edges of the observation region. These problems 
are usually encountered when the region W on which the point pattern is observed 
is a subset of a larger region on which the process is defined. Therefore estimation 
of summary statistics is biased by having censored events which may be interacting 
with events in the observation window. The methods of dealing with edge effects 
can be split into three categories, the simplest being the use of border methods 
(Diggle 2003), using estimators that explicitly account for edge effects, and wrap-
ping W into a torus by identifying opposite edges. However, the toroidal wrapping 
technique does not generally apply to the confocal microscopy data.

2.5 � Testing for Spatial Point Processes

2.5.1 � The Empty Space Function F

Let X be a stationary and isotropic point process. That is, all probability distributions 
associated with X are invariant under rotation and translation (Baddeley et al. 1992). The 
empty space function of X, denoted F, or F(r) from now onwards, is the probability 
distribution of the distance from an arbitrary point to the nearest event. That is, for r ³ 0 

= ≤ = >P P B( ) ( (0, ) ) ( ( (0, )) 0)dF r D X r X r

where { }= − ∈′ ′( , ) inf :D A Ax x x x is the shortest (Euclidean) distance from 
x to A. For homogeneous Poisson process with intensity l is given by 
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= B
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3

1 exp 2
1 exp ( (0, ))

1 exp 4 3
( )

/ 3

d
r d

r d
F r r 	 (2.2)

Using (2.2) and by estimating the empty space function of a point pattern we  
can assess whether there is regularity or aggregation (clustering) in a point pattern. 
Estimated values of F(r) greater than that given by (2.2) suggests that there  
is regularity, while lower values suggest aggregation (Baddeley et  al. 1992). 
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Baddeley et al. (1992) state that the empty space function is typically estimated by 
taking a fine grid in the sampling region W and computing the distance from each 
grid point to the nearest event. This technique results in edge effects as we are 
unable to search for points outside W. The only approach currently in use is the 
border method (Baddeley et al. 1992). When adopting this technique, only events 
that are at least a distance r from the boundary of W are considered.

2.5.2 � The Nearest Neighbour Distribution Function G

The G function is the distribution of the distance from a typical event of the process 
to the nearest other point of the process. For stationary point process X, the G(r) 
function associated with X is given by 

( ) ( (0, {0}) | 0 ) ( ( (0, )) 1 | 0 ) 0dG r D X r X X r X r= ≤ ∈ = > ∈ ≥P P B

where \ {0}X is the process excluding a point at zero. By stationarity the point 0 
can be replaced by any arbitrary point x. An alternative definition of the G(r) func-
tion using the Campbell-Mecke theorem (see section 4.4 of Stoyan et al. 1995) is 
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For a homogeneous Poisson process with intensity l the G(r) function is given by 

( ) ( )
( )

 − −λπ =− −λν = = 
− − λπ

=
=

B

2

3

1 exp 2
1 exp ( (0, )) ( )

1 exp 4 / 3 3
( ) d

r d
r F r

r d
G r

A border-corrected estimate for the G function is given by 
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where =( ) ( , \ { })r D Xx x x , and W
  r

 is an erosion of W, that is, W
  r

 = { x ∈ W: 
 ℬd(x, r) ⊂ W} .

2.5.3 � The Pair Correlation Function g

The pair correlation function, g(r) is the frequency of event pairs within distance r. 
The pair correlation function is widely used in spatial statistics and particularly in 
astronomy and astrophysics, for example (Kerscher 1998). Provided that the second 
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order product density exists, then in the stationary and isotropic case we can write 
the correlation function r(2)(x, x¢) ≡ r(2)(r) for r =  ½½ x − x¢ ½½ . The pair correlation 
function is defined for a stationary point process with intensity l by 

	
=

(2)

2

( )
( )

r
g r

r
l 	

(2.3)

For a Poisson process, we have g(r) = 1. Furthermore, g(r) > 1 indicates clustering 
while g(r) < 1 is a sign of regularity. The pair correlation function can be estimated 
using estimator (2)ˆ ( )rr for the second order product density.

2.5.4 � The K Function

The K function appears at present to be the most popular second order characteristic 
used in point process analysis. For a stationary point process with intensity l, lK(r) 
is the mean number of events that are within distance r of the typical event, 
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λ
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The Campbell-Mecke theorem yields the alternative definition 
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for arbitrary B with 0 < n(B) < ∞, where B ( ( , ) { })dX rx x is the count of the number 
of points in the ball radius r centered at x, excluding x. For a homogeneous Poisson 
process with intensity l, K(r) is given by 
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A border-corrected estimate of K(r) for region W is 
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2.5.5 � Relationships Between Spatial Point Process Functions

The K and g functions are closely related, as K can be expressed in terms of g by 
the equation 

	
1

0
( ) ( ) ( )

r
dK r c d u g u du−= ∫ 	

(2.6)



692  Spatial Point Process Analysis of Promyelocytic Leukemia Nuclear Bodies

for some specified constant c(d). Some other characteristics have been defined as 
combinations and variants of those discussed. Of particular importance is the 
J-function, suggested by Van Lieshout and Baddeley (1999). For a stationary point 
process the J(r) function is defined as 

1 ( )
( )

1 ( )

G r
J r

F r

−
=

−

for F(r) < 1. The J(r) function is J(r) = 1 for a homogeneous Poisson process. 
However, J(r) = 1 does not imply that the point process is a homogeneous Poisson. 
J(r) can be estimated by using 

−
=

−

ˆ1 ( )ˆ( ) ˆ1 ( )

G r
J r

F r

In general, for r > 0, J(r) < 1 indicates clustering and J(r) > 1 is a sign of 
regularity.

An alternative to the K-function is the L-function, defined as 

 
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.
d

d

K r
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@

which can be estimated using the estimate ˆ ( )K r . For a homogeneous Poisson 
process, L(r) = r, so that L(r) − r = 0.

The pair correlation and K-functions can be defined for the non-stationary case, 
see Møller and Waagepetersen (2004). The anisotropic versions of these functions 
are defined by Stoyan and Stoyan (1994). Baddeley et al. (2000) propose defini-
tions for the non-stationary versions of the F and G function in their concluding 
discussions on the analysis of inhomogeneous point patterns.

2.6 � More Complicated Point Process Models

Earlier we discussed the simplest point process, the homogeneous Poisson process. 
We can divide the most commonly used and more complicated point process mod-
els into three categories, inhomogeneous Poisson models, models for point patterns 
which exhibit clustering, and models for point patterns which are regular. The 
exception to this classification are Cox processes, an important class of models that 
can be used to model both clustering and regularity (see chapter 5 of Møller and 
Waagepetersen (2004)).

Preliminary analysis on PPDS1 provided some possible evidence for clustering 
and hence our discussions here are favoured towards models for clustered data. The 
cluster models we discuss briefly include the Matérn cluster process (see for 
example Cressie (1991)). This model has, for example, been used for modelling 
tree roots data (Fleischer et al. 2006). We also consider the Gauss–Poisson process 
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(Stoyan et al. 1995). Point process models tend to be generalisations of other point 
process models; the homogeneous Poisson process is a special case of the inhomo-
geneous one, which can be generalised to a Cox process.

Models can also be formed by the three fundamental operations discussed in 
section 5.1 of Stoyan et al. (1995). These operations include superposition, thinning 
and clustering. In a clustering operation the events of a point process are replaced 
by clusters of points, X

0
. The clusters (X

0
s) themselves are spatial point processes. 

It is common practice to refer to the events as “parents” and the events of the clus-
ters as “daughters”. The two cluster processes we discuss here are members of a 
group of processes called Neyman–Scott processes. Neyman–Scott processes result 
from homogeneous independent clustering applied to a stationary Poisson process. 
Some Neyman–Scott process such as the Matérn cluster process are also Cox 
processes.

2.6.1 � Gauss–Poisson Process

A Gauss–Poisson process (Newman 1970) is an example of a Poisson cluster pro-
cess (Stoyan et al. 1995). The parent points have a homogeneous Poisson distribu-
tion with intensity l and the number of daughters of each parent is one, two or three 
with probability q

0
,q

1
, and q

2
 respectively. If the parent has one daughter then the 

daughter is placed at the parent location. If the parent has two daughters then one 
is placed at the parent and the other is placed randomly at distance s from the first 
daughter. The resulting pattern only includes daughter points (and hence the parent 
points are deleted). Some further results for Gauss–Poisson processes can be found 
in Milne and Westcott (1972).

2.6.2 � Matérn Cluster Process

Matérn’s cluster process consists of parents that come from a homogeneous Poisson 
point process with intensity l

p
. Each parent has m daughters which are uniformly 

distributed inside (0, )d RB  (with the parent point being regarded as the origin). The 
parameter m comes from a Poisson distribution with intensity l

m
. Implicit expres-

sions for the K and g function for a Matérn cluster process can be found in Stoyan 
et al. (1995).

The Matérn cluster process and Gauss–Poisson process can be simulated in the 
compact window W directly via the model definitions. Although care should be 
taken with regards to edge effects. A simple way to account for edge effects is to 
simulate the parent points inside the dilated window 

(0, )d R
W
B

 where R is such that 
for the 0( (0, ))dP X R⊃ B  is very small or zero (Stoyan et  al. 1995). Brix and 
Kendall (2002) discuss the simulation of cluster point processes without edge 
effects.
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2.6.3 � Markov Point Processes

Markov or Gibbs point processes have been intensively used in spatial statistics 
since 1970 (Stoyan and Stoyan 1994). Although they are models for various types 
of point patterns, they are usually recognised for their ability to provide a more 
flexible framework for modeling spatial point patterns that exhibit inhibition (com-
pared to a homogeneous Poisson distribution) (Cressie 1991). Markov point pro-
cesses were first defined by Ripley and Kelly (1977). As redefined by Cressie 
(1991), a spatial point process on bounded set dV ⊂   is said to be Markov of 
range r if it is a spatial point process that has conditional intensity at x Î V given 
the realisation of the process in A \ x that depends only only on the events in 
B ( , )d rx x. Each Markov process is characterised by a likelihood ratio f(. ) with 
respect to a unit intensity Poisson process. Furthermore, f(. ) is usually defined up 
to a normalising constant that cannot be evaluated in closed form Diggle (2003). A 
popular example of a Markov point process is the Strauss process (Strauss 1975). 
In this case, for a configuration of n < ∞ points, we have 

= > ≤ ≤ >( )( ) , 0,0 1, 0n Rf x Rjab g b g

Where j(R) is the number of distinct pair of events within distance r. The 
Papangelou conditional intensity defined by 

′
∗ ′ ′∩

λ = ∈ 
( )

( , ) ,
( )

f
V

f

x x
x x x x

x

where we take a ∕ 0 = 0 for a ³ 0 (Kallenberg 1984) is a fundamental characteristic 
(Møller and Waagepetersen 2001). If f is hereditary (that is f(x) > 0 Þ f(y) > 0 for 
y Ì x), then there is a one-to-one correspondence between f and l *. Distribution 
characteristics (such as the summary statistics introduced earlier) for Markov mod-
els are difficult to calculate (Stoyan and Stoyan 1994). Further theory on Markov 
point process can be found in Stoyan et al. (1995) while a good exposition on simu-
lating Markov point processes can be found in Møller and Waagepetersen (2001) 
and Møller and Waagepetersen (2004).

2.6.4 � Cox Processes

A Cox process is a natural approach for generalising the definition of Poisson point 
process (Møller and Waagepetersen 2004). A Cox Process on 

dV ⊂   is often 
referred to as a ‘doubly stochastic’ Poisson point process as the intensity measure 
is replaced by a random locally finite measure ZL. More formally, we say that a 
point process X is a Cox process driven by ZL if X | ZL = L is an inhomogeneous 
Poisson process with mean measure L. Due to their generality and associated 
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manageable closed form calculations, Cox processes tend to find important applications 
as stochastic models (Stoyan et al. 1995). Examples of Cox processes include the 
Matérn cluster process. A particular useful class of Cox processes is the class of 
Log Gaussian Cox Processes. A detailed account of Cox processes can be found in 
Møller and Waagepetersen (2002).

2.7 � Marked Spatial Point Processes

A rigorous definition of a point process can be found in Karr (1991). A marked spa-
tial point process is a mathematical model for random or irregularly placed points 
lying in some two- or three-dimensional region, for which each point realization has 
an associated mark, a random variable representing the magnitude or type of some 
feature that can be measured at that spatial location. A multivariate spatial point pat-
tern is a special case of a marked spatial point pattern, where there is a finite number 
of marks, each representing an event-type (Cressie 1991). A bivariate spatial point 
process may be used to model the locations of two different types of subnuclear 
bodies in the nucleus, while a marked spatial point process may be used (as done in 
this paper) to model the size of one type of subnuclear body in the nucleus.

Spatial pattern analysis (whether marked or unmarked) often begins with tests to 
determine whether objects are uniformly placed within a specified region. For PML 
data this is equivalent to testing whether the PML NBs are randomly placed within 
the cell nucleus. Several techniques have been adopted for assessing the spatial 
distribution of nuclear bodies. A popular and relatively fast approach for assessing 
whether nuclear bodies exhibit spatial positioning preference is known as erosion 
or “nuclear peeling” (Shiels et al. 2007); this entails some form of radial analysis, 
in which the nucleus is subdivided into concentric rings or shells from the periphery 
to the centre. Other techniques for investigating subnuclear body spatial preference 
have included those adopted by Bolzer et al. (2005). They used the mean of inter-
body distances and Kolmogorov–Smirnov tests to assess the spatial distribution of 
subnuclear bodies.

Tests for uniformity are known as tests for CSR (see Section 2.4.2). Such tests 
will often provide useful insight into any spatial features (such as clustering) and 
they often entail computing and interpreting (possibly several) distance-based 
summary statistics. Estimation of these statistics is generally complicated by 
edge effects. This issue arises for the PML data because the cell nucleus is 
assumed to cover a finite bounded region and thus estimation of the statistic 
(which are potentially defined for unbounded regions) can be biased. CSR tests 
performed on PML data PPDS1, using estimates of the F(r)-function (which, 
informally, is the probability that a PML NB is within distance r of an arbitrary 
chosen other PML NB), provided some evidence to reject the null hypothesis of 
CSR (see Umande 2008). Thus there is evidence that PML are not uniformly 
placed inside the nucleus.
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2.8 � Bivariate Spatial Point Process Analysis of PML NBs 
and RNA Polymerase II

One of the most popular summary statistics used for CSR tests in the univariate 
case is the K(r)-function (Diggle 2003). The bivariate version of the K(r)-function, 
K

ij
(r) of a stationary (invariant under translation) marked point process was first 

introduced by Hanisch and Stoyan (1979). Heuristically, letting l
k
 denote the inten-

sity of events of type X
k
, K

ij
(r) is the expected number of events of type j that are 

within distance r of an event of type i. Informally, this means, if X
i
 denotes the 

location of PML NBs and X
j
 RNA Polymerase II then l

i
 is the average number of 

PML NBs per unit volume of the cell nucleus and K
ij
(r) is the average number of 

PML NBs that are within a distance r of the RNA Polymerase II.
For n

1
 the number of type 1 events, and n

2
 the number of type 2 events, the 

K
ij
(r)-function can be estimated inside the bounded window dW ⊂   (i.e. the 

interior of the nucleus) using the estimator 

	 
( )

 

′
′

′ −

− ≤
∈ ∈

ω
=

ν λ λ

∑ ∑ I
1 2

1

1 2

( , )

( )
( )

r
X X

ijK r
W

x x
x x

x x

	 (2.7)

as suggested by Hanisch and Stoyan (1979). Here n(W) is the volume of the nuclear 
interior. The estimate for the intensity parameter, λi  is given by  / ( )λ = νi in W . 
The function w is an edge-correction factor such as the proportion of the surface 
area of the three-dimensional ball centred at x, passing through x¢. For relative ease 
of calculation and efficiency, we prefer the edge-correction w(x, x¢) = n(W ∩ b(x, ½½ 
x − x¢ ½½)). To adopt this preferred form of edge-correction, we can utilise the 
quadrature approximation 

	 ( )( ) ( )( )′

′

∈ ∩ −
=

ν
ν ∩ − ≈ ∑ I ,

1

( )
,

i

U

W b
i

W
W b

U x x x x
x x x 	 (2.8)

We estimated the K
12

(r)-function using (2.7) and the preferred form of edge-
correction (2.8) for cell 4 of PPDS3. The data used to produced Fig. 2.3 suggest 
that, heuristically, for this particular cell, we would expect to observe fewer RNA 
Polymerase II bodies within a distance of 0.5 units of the typical PML, compared 
to if the RNA Polymerase II exhibited CSR. From the biological literature, it 
appears that the inhibition (and perhaps more generally, spatial relationship 
between RNA Polymerase II and PML NBs) is driven by the biological function of 
PML NBs with different cell nuclei. Also, it may be interesting to compare these 
results with the findings of Xie and Pombo (2006) who reported that PML bodies 
contain no detectable RNA polymerase II, but are often surrounded by them at a 
distance greater than 25 nm. From the detail provided in the Appendix, we estimate 
that 0.5 units is approximately 41 nm.
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Following investigation on edge-correction provided by Umande (2008), we are 
cautious towards interpreting the results provided in Fig. 2.3 for large values of r. We 
therefore also consider the outcome of simulation studies. Specifically, a plot of 
K

12
(r)-functions with simulation envelopes, as shown in Fig. 2.8, can provide further 

insight. The K
12

(r)-function simulation envelopes for cell nucleus k of PPDS3 was 
obtained by simulating 100 independent realisations of a homogeneous Poisson pro-
cess, … 1 100, ,k kx x , inside the convex hull, representing the nuclear boundary of cell k. 
Each simulated realisation,  jkx , of the homogeneous Poisson process had a condi-
tional number of events, n

k
, where n

k
 is the number of RNA Polymerase II found 

inside cell nucleus k. For each  jkx  we estimate the K
12

(r)-function without applying 
an edge-correction, where 1 is an event of type PML and 2 is an event belonging to 
 jkx . As we are conducting a like-for-like comparison, in the sense that a biased 

estimate of the K(r)-function is being compared to a another biased estimate of the 
same function, there is no need for an edge-correction. We hence obtain 100 esti-
mates of the K

12
(r)-function, 

1 10012 12{ ( ), , ( )}
k k

K r K r…  for each cell k.
The upper and lower simulation envelopes for each cell nucleus are respectively 

1 10012 12 inf{ ( ), , ( )}
k k

K r K r…  and 
1 10012 12 sup{ ( ), , ( )}

k k
K r K r… . The results presented in 

Fig. 2.8 suggest that, apart from cell 4, generally, for a wide range of r, there are 
fewer RNA Polymerase II bodies within distance r of the typical PML body com-
pared to RNA Polymerase II bodies randomly scattered inside the nucleus. The 
results for cell 4 are consistent with those obtained for small r (relative to the 
nuclear magnitude), for the other cells in PPDS3. However, on the contrary to the 
other cells, for larger r, the PML in cell nucleus 4 typically tend to have a much 
greater number of RNA Polymerase II bodies within distance r, compared to RNA 
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Fig. 2.3  The K
12

(r)-function plot for the PML NB (type 1) and RNA Polymerase II (type 2) in 
cell nucleus 4 of PPDS3. The solid curve is K

12
 and the dashed curve is K

21
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Polymerase II randomly placed inside the nucleus. Simulation studies also 
confirmed that there are enough nuclear bodies in cell 4 of PPDS3 for one to 
make legitimate observations for features of the spatial point pattern at distances of 
0.5 units. This is owed to the high number of RNA Polymerase II bodies (there are 
72 RNA Polymerase II bodies in cell 4 of PPDS3).

2.9 � A Marked Inhomogeneous Poisson Process Model for PML

Obtaining a model for the spatial distribution of PML NBs is important. Below, we 
outline how one could fit an inhomogeneous Poisson process to the type of PML 
data used throughout this paper. By successfully fitting an inhomogeneous Poisson 
process to replicated PML NB data, suggests a form of a spatial preference for PML 
within the cell nucleus. Also, very importantly, the formulation of an appropriate 
model can have potential applications in spotting certain illnesses by comparing the 
distribution of PML NBs from cells that have been taken from the subject being 
diagnosed, with the distribution of PML NBs as suggested by the model. At present, 
this is of course rather ambitious, given the technological limitations.

We have hinted above at a possible candidate model to describe the spatial loca-
tions of PML NBs. On rejecting the null hypothesis of CSR, a model that is commonly 
considered is the inhomogeneous Poisson process. The inhomogeneous Poisson 
process model is essentially the model that would generate CSR data but with a spatially 
varying parameter l(. ). In terms of the PML NB data, under this model, the number 
of PML NBs per unit volume is assumed to vary throughout the nuclear interior. The 
inhomogeneous Poisson process intensity function l(x) determines how the PML 
NBs are distributed throughout the nuclear interior; determining l(x) is the core mod-
elling challenge.

Practitioners might consider biological literature when attempting to specify 
l(x). For example, McManus et  al. (2006) have reported that chromosomes and 
regions of chromosomes segregate differently within the nucleus depending on 
whether or not they are rich in potentially transcribed genes. The individual inter-
phase chromosome territories segregate their gene rich R-bands into the interior of 
the nucleoplasm, whereas their gene poor G-bands are gathered against the periph-
ery of the nucleus and against the nucleolar surface (see for example Shopland et al. 
(2003)). Euchromatin sequences are further organised such that they maintain a 
spatial relationship with the predominant nucleoplasmic nonchromatin structure, 
the splicing factor compartments (McManus et  al. 2006). Smaller nonchromatin 
structures such as PML associate with specific regions of the genome. In summary, 
this means there is biological reason to suggest that the spatial location of PML 
NBs is related to the nuclear boundary. Umande (2008) has used simulation studies 
and a variant of the empty space function to determine a possible relationship 
between the placement of PML NBs and the nuclear boundary.

A candidate model that stems from these ideas is one defined through the 
following postulates: 
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MP1 The event (PML NB) locations are a realisation of a homogeneous Poisson •	
process with intensity l inside bounded 3W ⊂   
MP2 Each event •	 x is retained with probability

 ( ) += − − − ∂ ∈( ) 1 expp Wk kx x  

Otherwise independently thinned (removed) with probability 1 − p(x) where ∂W 
denotes the boundary of W.

A model defined through postulates MP1-MP2 is an inhomogeneous Poisson process 
with intensity function lp(x) (see Umande (2008) for a mathematical proof). 
Furthermore, note that under this model, as ½½x − ∂W ½½ → 0, p(x) → 0 which means 
that PML NBs are less likely to be observed close to the boundary.

We can fit Model 1 to PPDS2 as follows. We first note that for a single replicate, 
the likelihood, ℓ, of the data D, is given by 

( ) ( | ).p p M= D D  

For k iid replicates the likelihood ℓ
Rep

 is given by 

== ∏ D M D
 Rep 1

( ) ( | )k
j jj

p p

and the log-likelihood is given by 

1

 log( ( ))  log( ( | ))
k

j j
j

p p
=

= +∑ D M D

We can therefore fit the marks separately to the model. However, note that before 
modelling replicated data that one is uncertain follow the same statistical distribu-
tion, it is advisable to begin by testing whether or not the data is “similar” (i.e. 
whether the data truly does come from the same statistical distribution). Diggle 
(2003) and Webster et al. (2006) provide details on tests that can be used for testing 
spatial point pattern similarity. The procedures are not straightforward when 
applied to data analysed here; bootstrapping techniques and a non-stationary ver-
sion of the K(r)-function are used.

We will now provide an exposition on how we can mark the PML NBs and gain 
initial insight into the mark distribution by analysing an appropriate spatial point 
process characteristic and can thus use the marks analysis to completely specify a 
marked point process model for the PML NB spatial locations. As mentioned above, 
the extension of other popular characteristics to the multivariate case is generally not 
difficult (for discrete marks). For the general marked case, the empty space function, 
F(r) of the marked spatial point process X[m] is the cumulative distribution function 
of the distance from a randomly selected origin to the nearest event in X[m]. That is 

( )= ∩ × ≠M[ ]( ) ( (0, ) ) 0/mF r P X b r

Also, let B be a subset of M  with [ ] ( ) 0mX
Z B > . We define the nearest neighbour 

function for events with marks in B by
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( )= ∩ × ≠M[ ]

! [ ]

,0
( ) ( (0, ) ) 0/m

m
B X

G r P X b r

for r ³ 0. Here P!  denotes a probability with respect to the Palm distribution. Van Lieshout 
(2004) introduced a J-function for marked spatial point patterns. The J-function 
with respect to mark set B, J

B
 is given by 

1 ( )
( )

1 ( )
B

B

G t
J t

F t

−
=

−

for all t ³ 0 and F(t) < 1. For an independently marked Poisson process, G
B
(t) = F(t) 

for all t and so J
B
 ≡ 1. Values greater than 1 are a sign of inhibition, while values less 

than 1 are a sign of clustering.
Van Lieshout (2004) proved, for X a stationary point process on d  with inten-

sity 0 < l < ∞, that if X is randomly labelled with mark distribution Z on mark space 
M  and if X[m] is the marked point process obtained, then for all r ³ 0 with F(r) < 1, 
the J-function with respect to a mark set B ⊂M  with [ ] ( ) 0mX

Z B >  is given by

	  ( ) ( )B XJ r J r=  

where J
X
(r) is the J-function of X and where the marked spatial point process X[m] 

is said to have the random labelling property if the marks of the events are condi-
tionally iid given the event locations.

For each PML NB in PPDS2, we calculated an approximate PML body length 
from the image data used to produce PPDS2. This was done by measuring the 
maximum distance between any two points, of the points that have been classified 
as being a part of that PML NB in the image processing stage. That is, in the data 
provided by the Imperial College London centre for structural biology, each PML 
NB j is described as a set of points 1{ ,.... }j ujx x (see Appendix). The length of PML 
NB j was calculated as inf{ }− =: , 1,....,ij sjx x i s u . We use these lengths to assign 
marks to the PML NBs in PPDS2.

The J-function plots for the cell nuclei of PPDS2 is shown in Fig. 2.4. Figures 
2.4 and 2.5 suggests that, since the marked and unmarked J(r)-functions are not too 
dissimilar, we would generally not necessarily expect to observe the PML NBs 
placed in the nuclear interior, in such a way that depends on their relative sizes (in 
terms of length). Note also that we found that the proportions of the PML body 
length to nuclear length, denoted by zp was consistent with the theoretical propor-
tions provided in the biological literature. All of the PML NBs in PPDS2 were 
pooled and we calculated the linear correlation between zp and the proportion of 
PML NB distance to the boundary to nuclear length. We obtained a correlation of 
0.09, suggesting that the two are not strongly linearly correlated. The lack of cor-
relation between the length of the PML and distance to boundary, provides some 
evidence for random labelling with respect to PML size. This is consistent with the 
results obtained using the marked J-function. Hence, these results would not sup-
port for example, a view that larger PML NBs are found closer to the nuclear 
periphery or more internally.
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The final step in the model fitting discussions endeavours to identify each PML 
NB uniquely by assigning a mark to the PML NB. Each PML NB is now assigned 
a length. Consider the additional model postulate: 

MP3 Each PML NB •	 x is randomly assigned a proportional length zp ~ Z. That is, 
Z is a random variable that assigns to each PML NB, the mark 

 PML NB length
.

 nuclear length
zπ =

Formal tests on the data (see Fig. 2.6) suggest that a normal distribution is a plau-
sible model for the marks distribution Z.

A Kolmogorov–Smirnov test for the null hypothesis that the marks follow a 
normal distribution with mean 0.045 and standard deviation 0.019 provided a 
p-value of 0.92. Caution is required when choosing the mark space since physical 
restrictions mean that, realistically, the mark space (that the zp belong to) is A Ì (0, 1) 
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Fig. 2.4  Marked (solid curve) and unmarked (dashed line) J(r)-function for PPDS2 cells 1–4. 
The mark set B = [0.01,0.04]
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(and not for example + as implied by a normal distribution). This is because the 
PML NBs cannot be longer than the nucleus or have zero length. Hence, it is more 
appropriate to adopt a truncated normal distribution for Z. More precisely, Z has a 
normal distribution and lies within the interval (0,1). We estimated the mean and 
variance of the truncated (0,1) normal distribution, for the PML NB marks, to being 
(respectively) 0.045 and 0.019 (see for example Barr and Sherrill (1999) for detail 
on the parameter estimation). The diagnostic plots presented in Fig. 2.7 suggest that 
the truncated normal model that has been put forward for the PML NB marks dis-
tribution is a plausible one.

By using this model for the marks distribution as Z in MP3, and by letting MP3 
be an additional final postulate of the Model defined by MP1-MP2, we obtain a 
marked spatial point process model for the spatial distribution of PML NBs. We 
may also wish to assess how well the inhomogeneous Poisson process model fits 
the data. Umande (2008) has carried out such tests on data similar to that used in 
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Fig. 2.6  Q–Q plot of the PML NB marks (top). The points are approximately linear, suggesting 
possible normality. The graph on the bottom shows the empirical CDF of the PML NB marks 
(dashed curve) with the CDF of a normal distribution with mean 0.045 and standard deviation 
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this paper and found a model defined through MP1-MP2 as a credible model for 
PML NB locations.

2.10 � Conclusion

Tools from spatial point pattern analysis can be invaluable in the investigation of 
the configuration of nuclear bodies, in particular, the way that PML bodies are 
distributed across the nucleus in relation to themselves and to other nuclear bodies. 
By computing inter-object distances and the corresponding K and J functions, 
simulation-based statistical tests of hypotheses can be formulated and imple-
mented, and these tests allow the validity of important biological models to be 
assessed.
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Fig. 2.7  Panel (d) shows the empirical CDF of the PML NB marks (dashed curve) with CDF of 
a truncated normal distribution with mean 0.045 and standard deviation 0.019 (black line). The 
scatter plots are of PML NB centroid (x, y, z) coordinates (divided by nuclear length) against 
simulated realisations of a truncated (0,1) normal distribution with mean 0.045 and standard 
deviation 0.019 (the model marks distribution). The red crosses represent the data and the black 
crosses are for the simulated marks
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�Appendix

All of the datsets refered to in this paper (PPDS1, PPDS2 and PPDS3) were pro-
vided by the Imperial College London Centre for Structural Biology. The cells used 
are MRC-5 cell nuclei. Furthermore, the cells used for PPDS2 are all in the G

0
 

phase of the cell cycle.

•	 Distance Units for the Data Throughout this paper we refer to “units” for reporting 
measured distances in the cell nuclei. r units corresponds to r image pixels. There are 
12 pixels in 1 micrometer (mm). Hence 1 unit » 0. 083 mm or 83.3 nanometers (nm) .

•	 PPDS1 The dataset PPDS1 consists of five cells. We are provided with point coor-
dinates that are the centroids of PML NBs inside the cell nuclei. The sampling region 
is obtained by calculating the smallest ellipsoid that contains all of the PML points.

•	 PPDS2 and PPDS3 Once the confocal image is produced, PPDS2 is obtained by 
analysing the image data, to form a datset consisting of points that are labeled 
PML, nucleoli, nuclear boundary, or empty space inside the nucleus. We then run 
this (large) dataset trough a computer program that forms a point pattern by con-
verting the PML NBs into PML points, by calculating their centroids. PPDS3 is 
produced in a similar way to PPDS2 but contains an additional labelling to indi-
cate the locations of RNA Polymerase II. Further details, including the number 
of interior points, U, of PPDS2 and PPDS3 are shown in Tables 2.1 and 2.2.

Table 2.1  PPDS2 details

Cell PML Count U

1 12 49,942
2 11 50,189
3   9 49,975
4   7 49,969
5   9 49,900
6 11 49,974
7 14 50,091
8   6 50,078

Table 2.2  PPDS3 details

Cell PML Count RNA Pol II Count U

1   6 349 50,216
2   8 269 50,253
3 13 296 50,266
4 12   72 50,266
5 10 226 50,250
6 14 125 49,982
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Abstract  The spatial organisation of the genome in the cell nucleus has emerged as 
a key element to understand gene function. A wealth of molecular and microscopic 
information has been accumulated, resulting in a variety of – sometimes contradictory – 
models of nuclear architecture. So far, however, a large part of this structural infor-
mation and in consequence also the models derived from them are ‘qualitative’. 
In this overview, a brief introduction will be given into quantitative experimental 
and modelling approaches to large scale nuclear genome architecture in human cells. 
As a biomedical application example, the use of a quantitative computer model of 
the 3D architecture allowed to explore different implications of nuclear structure 
on chromosomal aberrations. In addition, we shall present two novel examples for 
quantitative computer modelling: (1) The impact of SC 35 splicing domains on 
nuclear genome structure; (2) The dynamics of large scale nuclear genome struc-
ture in a Brownian motion model. Finally, we shall discuss some perspectives to 
extend quantitative nuclear structure analysis to the nanoscale.

Keywords  Nuclear architecture • Computer modelling • Chromatin domains  
• Dynamics • SC35 domains • Speckles • R-bands • Superresolution • lightoptical 
nanoscopy
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3.1 � Introduction

A cell nucleus contains a hierarchy of connected levels of dynamical order: The first 
level is formed by the linear sequence of the of the nuclear DNA chains, in human 
cells about 2 × 3 109 base pairs. The second level is given by direct interactions 
between specific parts of the DNA chains and other macromolecules in the cell 
nucleus (Rippe et  al. 2008). Specific proteins or protein complexes may bind to 
specific DNA sites and thus activate or silence specific genes. The third level of 
nuclear organization is the dynamic three dimensional organization of the DNA 
chains: For example, in each human lymphocyte, the about 2 m long DNA has to be 
packaged in such a way that it fits into the nucleus with a typical diameter of only 
10 mm, and that nonetheless its information remains reliably accessible if required; 
information not required for a long time or the entire life of a specific cell has to be 
silenced in an effective way (Kepper et al. 2008). For example, genes required to 
be active during a given stage of development may have disastrous consequences if 
activated out of place. How are the profound differences in gene activities estab-
lished and maintained in a large number of cell types to ensure the development and 
functioning of a complex multicellular organism (Cremer 1985; Cremer et al. 1988; 
Zuckerkandl 1997). To answer this question fully, in addition to nuclear biochemistry 
we need to understand how genomes are organized in the nuclei.

According to the role of a specific cell in the organism, different genes have to be 
activated and inactivated (“silenced”) in a very precise way, from the “totipotent” 
fertilized oocyte to “pluripotent” embryonic stem, cells to adult stem cells, to “termi-
nally differentiated” cells. An understanding of how the activation and silencing of 
specific genes occur would greatly facilitate e.g., the reprogramming of adult stem 
cells (i.e. cells found in the body of an adult organism). Towards this goal, a large 
amount of highly relevant molecular and structural information has been accumulated. 
Many valuable attempts have been made to integrate this wealth of knowledge into 
models of nuclear architecture. Presently, however, most models of this kind are 
‘qualitative’; this means that they describe certain general features of nuclear organisa-
tion, without trying to quantitate them. By necessity, also the conclusions drawn from 
such models are qualitative. For example, for a long time it has been noted that the 
concept of ‘chromosome territories’ and their spatial distribution in the cell nucleus 
is a key element to understand the formation of chromosome aberrations. Nevertheless, 
such ideas by themselves did not allow to make quantitative predictions about the 
formation of cancer related chromosome aberrations in a given cell type at a given 
dose of ionizing radiation. Such a lack of prediction is not restricted to radiation 
effects but to many other biologically and medically important features of functional 
nuclear architecture.

The general idea of cellular biophysics is to overcome this impasse (a) by gaining 
as much quantitative information about relevant features as possible; (b) by using 
such quantitative information to develop ‘qualitative’ models into quantitative ones, 
i.e. into models which allow quantitative, observable predictions of certain param-
eters; (c) by modifying the models in such a way that their predictive power is 
optimized. To be successful, this may require extensive efforts to develop the methods 
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required to obtain the quantitative experimental information necessary for the 
predictive model calculations.

Concerning nuclear architecture and its biological and medical implications, 
until recently such a project was practically impossible to realize: On the experi-
mental side, molecular information was missing; optical and labelling tools to 
perform quantitative analyses of nuclear structure on the level required were 
scarcely available; the computer hardware and the programmes to handle the huge 
amount of calculations were not existing.

In the following, some approaches to start such a programme towards quantitative 
nuclear architecture and modelling will be presented, based on the specific experi-
ence of the authors.

3.2 � Experimental Evidence for Nuclear Genome  
Large Scale Architecture

Numerous studies have shown that the chromatin fibers of individual chromosomes 
in the cell nucleus are not distributed throughout the nucleus but there enveloping 
surface forms a volume which occupies only a relatively small part of the nucleus.

Figure  3.1 shows an example where all 24 chromosome types of the human 
genome were visualized by combinatorial Fluorescence-in situ Hybridization 
(FISH) (compare also Schroeck et al. 1996; Speicher et al. 1996).

The compartmentalization of the nucleus in several welldefined subregions such 
as nucleoli, nuclear bodies, chromosome territories (CTs), and their higher com-
partmentalization levels into subchromosomal domains as well as the spatial 
arrangements of these compartments may have a profound impact on functional 
processes inside the nucleus (for review, see Chevret et al. 2000; Dundr and Misteli 
2001; Cremer and Cremer 2001; Parada and Misteli 2002; O’Brien et  al. 2003; 
Kreth et  al. 2004a; Cremer et  al. 2000; Cremer et  al. 2006; Cremer and Cremer 
2006a,b; Dietzel et al. 1998; Albiez et al. 2006; Ferreira et al. 1997; Zirbel et al. 
1993; Cremer et al. 1993; Visser et al. 2000; Solovei et al. 2002; Qumsiyeh 1999; 
Leitch 2000; Bridger 1999; Gonzalez-Melendi et  al. 2000). For example, it has 
been shown that chromosome territories are compartmentalized into domains of 
early and later replicating chromatin (Visser et al. 1998; Zink et al. 1999; see also 
Tsukamoto et al. 2000): early replicating chromatin domains are found throughout 
the nucleus except for the utmost nuclear periphery and the perinucleolar space, 
whereas midreplicating chromatin domains form typical rims both along the 
nuclear periphery and around the nucleoli (Dimitrova and Berezney 2002). This 
specific arrangement of differently replicating chromatin may mirror the results of 
recent investigations, regarding the positioning of whole CTs inside the nuclear 
volume.

Figure 3.2 shows a ‘qualitative’ model of basic features nuclear architecture.
Chromosome painting experiments of single CTs and groups of CTs in different 

species suggest a relationship between the gene density of a chromosome and its radial 
positioning (distance to the nuclear center) in the nuclear volume. This was first shown 
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by Croft et al. in 1999 for the different positions of CTs Nos. 18 and 19 in human 
lymphocytes in a two-dimensional semiquantitative analysis: Both chromosomes are 
of similar DNA content, but the genepoor CT No. 18 was found at the nuclear 
periphery, whereas the gene-dense CT No. 19 was found in the nuclear interior.

3.3 � Quantitative Microscopy of Nuclear Genome Architecture

A quantitative three-dimensional (3D) evaluation confirmed the positioning of the 
gene-dense CTs No. 19 toward the nuclear center and of the gene-poor CT No. 18 
the nuclear periphery in morphologically preserved spherical nuclei of lympho-
cytes, which have an average diameter of 10 mm (Cremer et  al. 2001). A gene 
density-correlated radial CT position for almost all chromosomes was described by 
Boyle et al. in 2001. Figure 3.2 shows an example for the quantitative measurement 

Fig. 3.1  24-Color 3D FISH representation (“Painting”) and classification of Chromosome Territories 
(CTs) in a human G0 fibroblast nucleus. (a) A deconvoluted mid-plane nuclear section recorded by 
wide-field microscopy in eight channels: one channel for DAPI (DNA counterstain) and seven chan-
nels for the following fluorochromes: diethylaminocoumarin (Deac), Spectrum Green (SG), and the 
cyanine dyes Cy3, Cy3.5, Cy5, Cy5.5, and Cy7. Each channel represents the painting of a CT subset 
with the respective fluorochrome. Using a combinatorial scheme, pseudocolored images of the 24 
differently labeled chromosome types (1–22, X, and Y) were produced by superposition of the seven 
channels (bottom right). (b) False color representation of all CTs visible in this mid-section after 
classification with a quantitative evaluation programme. (c) 3D reconstruction of the complete CT 
arrangement in the nucleus viewed from different angles (From Bolzer et al. 2005)



913  Quantitative Approaches to Nuclear Architecture Analysis and Modelling

Fig.  3.2  Model of functional nuclear architecture. (a) CTs have complex folded surfaces. 
Inset: topological model of gene regulation23. A giant chromatin loop with several active 
genes (red) expands from the CT surface into the IC space. (b) CTs contain separate arm 
domains for the short (p) and long chromosome arms (q), and a centromeric domain (aster-
isks). Inset: topological model of gene regulation78,79. Top, actively transcribed genes (white) 
are located on a chromatin loop that is remote from centromeric heterochromatin. Bottom, 
recruitment of the same genes (black) to the centromeric heterochromatin leads to their silenc-
ing. (c) CTs have variable chromatin density (dark brown, high density; light yellow, low 
density). Loose chromatin expands into the IC, whereas the most dense chromatin is remote 
from the IC. (d) CT showing early-replicating chromatin domains (green) and mid-to-late-
replicating chromatin domains (red). Each domain comprises ~1 Mb. Gene-poor chromatin 
(red), is preferentially located at the nuclear periphery and in close contact with the nuclear 
lamina (yellow), as well as with infoldings of the lamina and around the nucleolus (nu). Gene-
rich chromatin (green) is located between the gene-poor compartments. (e) Higher-order 
chromatin structures built up from a hierarchy of chromatin fibres 88. Inset: this topological 
view of gene regulation27,68 indicates that active genes (white dots) are at the surface of 
convoluted chromatin fibres. Silenced genes (black dots) may be located towards the interior 
of the chromatin structure. (f) The CT–IC model predicts that the IC (green) contains com-
plexes (orange dots) and larger non-chromatin domains (aggregations of orange dots) for 
transcription, splicing, DNA replication and repair. (g) CT with ~1-Mb chromatin domains 
(red) and IC (green) expanding between these domains. Inset: the topological relationships 
between the IC, and active and inactive genes 72. The finest branches of the IC end between 
~100-kb chromatin domains. Top: active genes (white dots) are located at the surface of these 
domains, whereas silenced genes (black dots) are located in the interior. Bottom: alternatively, 
closed ~100-kb chromatin domains with silenced genes are transformed into an open configu-
ration before transcriptional activation (From Cremer and Cremer 2001)
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of radial positions obtained by confocal laser scanning fluorescence microscopy 
(Tanabe et al. 2002). Additionally, it could be shown that the distinct localization 
of the chromatin homologous to human chromosome No. 18 and of chromatin 
homologous to human chromosome No. 19, respectively, was maintained in lym-
phocytes during the evolution of higher primates, irrespective of major karyotype 
rearrangements that occurred in these phylogenetic lineages during their evolution, 
suggesting a functional significance for such an order (Tanabe et al. 2002).

However, the different positioning of a gene density related radial dependence 
of chromatin obviously does not apply for all human cell types. In nuclei of human 
diploid fibroblasts, the CTs of small CTs were found in the nuclear center irrespec-
tive of the gene density, while large chromosomes were positioned toward the 
nuclear periphery, arguing for a chromosome size rather than a gene density cor-
related radial arrangement (Cremer et al. 2003; Bolzer et al. 2005).

Figure 3.3 shows an example for the quantitative measurement of CT distributions 
in human cell nuclei obtained by first “painting” the chromosome territories to be 

Fig.  3.3  (a) Three-dimensionally reconstructed CTs in human lymphoblastoid nuclei. Three-
dimensional positioning of HSA18 (red) and HSA19 (green) CTs in a human lymphoblastoid cell 
nucleus with the partially reconstructed nuclear border (outside, blue; inside, silver-gray). 
HSA18-homologous CTs were always positioned close to the nuclear border. The relative loca-
tions of the CTs, however, varied from a close neighborhood to opposite positions. (b) Scheme of 
3D evaluation of radial chromosome territory arrangements. A voxel (volume element)-based 
algorithm was applied. As a first step, the center and the border of the nucleus were determined 
by using the 3D data set of the DNA-counterstain fluorescence in the following way; first, the 
fluorescence intensity gravity center of the counterstain voxels after automatic thresholding was 
calculated. For the interactive segmentation of the nuclear border, a straight line was drawn from 
the gravity center toward each voxel considered, and the nuclear center was then determined as 
the geometrical center of the segmented voxels. In the second step, segmentation of CTs was 
performed in each 3D stack representing the color channels for the respective painted CTs. The 
segmented nuclear space was divided into 25  equidistant shells. For each voxel located in the 
nuclear interior, the relative distance r from the nuclear center was calculated as a fraction of 
r0.Ashell at a given r contains all nuclear voxels with a distance between r – Dr/2 and r + Dr/2. For 
each shell all voxels assigned to a given CT were identified and the fluorescence intensities 
derived from the respective emission spectrum were summed up. This procedure yielded the indi-
vidual DNAshell contents for painted CTs as well as the overall DNAcontent reflected by the 
DNA counterstain. For better comparison of different nuclei, the sum of the voxel intensities 
measured in each nucleus was set to 100% for each fluorochrome. When this normalization is 
used, the average relative DNA content in nuclear shells as a function of the relative distance r 
from the 3D center represents the average radial distribution of the DNA representing the painted 
CTs or of the overall DNA in the entire set of evaluated nuclei. (c) Quantitative 3D evaluation of 
radial chromatin arrangements in primate cell nuclei with HSA18 and HSA19 homologues. Radial 
chromatin arrangements observed after painting with HSA18- and HSA19-homologous probes 
were evaluated in 25 radial concentric nuclear shells (compare (b)). The abscissa denotes the 
relative radius r of the nuclear shells, the ordinate denotes the normalized sum of the intensities in 
the voxels for a respective fluorochrome belonging to a given shell. For normalization, the area 
underlying the curve for each color (total relative DNAcontent) was set to 100. n_number of 3D 
evaluated nuclei. A highly significant difference was noted between the radial positioning of 
HSA18 (red) and HSA19 (green) homologous chromatin. HSA18-homologous chromosome 
material is consistently distributed closer to the nuclear border, whereas HSA19-homologous 
material is distributed toward the nuclear interior. Bars indicate standard deviations of the mean 
for each shell. Blue curves represent counterstained DNA (From Tanabe et al. 2002)
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studied and then analyzing them by confocal laser scanning fluorescence microscopy 
(CLSM). Since their introduction, such quantitative measurements of chromatin 
distribution and other quantitative features have been amply used to convert qualita-
tive information into quantitative ones. Only then, it became possible to compare 
nuclear structure with the quantitative predictions of computer models of nuclear 
architecture.

3.4 � Quantitative Modeling of Nuclear Genome  
Large Scale Architecture

Every quantitative model of nuclear genome architecture (see e.g., Muenkel and 
Langowski 1998; Branco and Pombo 2007) has to be compatible with a number of 
well established experimental basic observations and quantitative results: (1) the 
existence of individual chromosome territories; (2) the fairly large variation of CT 
positions in the in the nuclei; (3) the distinct nonrandomness in the spatial distribu-
tion; (4) the existence of individual chromatin domains within the CTs. To explain 
these features of nuclear “macro” architecture, various models have been proposed. 
Here, we concentrate on the discussion of the “Spherical 1 Mbp Domain” (SCD) 
model presented by Kreth et al. in 2004a. This model approximates each chromo-
some of the diploid chromosome set (and additionally two nucleoli modeled as 
medium sized chromosomes) by a linear chain of 1 Mbp sized spherical domains 
with a diameter of 500 nm which are linked together by entropic spring potentials 
Different domains interact with each other by a slightly increasing repulsive poten-
tial (Fig. 3.4).

To maintain the territorial compaction of such a modeled chromosome chain,  
an additional weak enveloping potential barrier around the chain was necessary to 

1-Mbp domain

D=500nm

r

Fig. 3.4  Schematic drawing of the approximation of a chromosome by a linear chain of spherical 
1 Mbp-sized domains, which are linked together by entropic spring potentials according to the 
spherical 1 Mbp chromatin domain (SCD) model (From Kreth et al. 2004a)
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prevent an intermingling of different chromosome chains in a semidilute polymer 
solution. Beginning from a mitotic like start configuration, a relaxation of the 
chromosome chains was performed until an equilibrium configuration was obtained. 
The transition from a start configuration to an energetic relaxed equilibrium state 
was performed by the Importance Sampling Monte Carlo procedure (Metropolis 
et al. 1953). The start configurations were made in such a way that for lymphocyte 
nuclei a gene density correlated arrangement of chromosome territories (CTs) in the 
nuclear volume was obtained (that means gene rich CTs are localized more in the 
interior and gene poor CTs more in the exterior of the nuclear volume) and for fibro-
blast nuclei a size (DNA content) dependent arrangement of CTs. In both cases the 
distribution of CTs in the nuclear volume has a probabilistic and not a deterministic 
character (compare Kreth et al. 2004a). Based on the 850 ideogram banding pattern 
each 1 Mbp domain was then assigned a label, which identifies the domain as an 
R-band/G-band/C-band (centromer) or a nucleolus domain (compare Fig. 3.5).

As a first example for the application of the SCD model , the radial distributions 
(distance from the nuclear interior to the nuclear border) of single CTs #12, 18, 19, 
20 in spherical lymphocytes were computed (Cremer et al. 2001; Weierich et al. 
2003). Chromosome 12 (142 Mbp [International Human Genome Sequencing 
Consortium 2004]) and chromosome 20 (66 Mbp) represent chromosomes with 
intermediate gene densities, while chromosome 18 (86 Mbp) represents a gene poor 
chromosome and chromosome 19 (72 Mbp) the most gene dense gene human 
chromosome.

According to the “Spherical 1 Mbp Chromatin Domain (SCD)” model the simu-
lated chromosome chains consisting on a certain number of spherical 1 Mbp-
domains (according to the DNA content of a chromosome) which were arranged at 
the beginning (start configuration) in mitotic like “start cylinders”. The model 
calculations were based on three different assumptions about the initial distribution 

Fig. 3.5  Virtual microscopic images and reconstructions of modelled chromosomes #1, 2 accord-
ing to the SCD model. Left panel shows a virtual G-banding of a mitose like (upper row) and a 
relaxed interphase like (lower row) configuration of both chromosomes. On the right side the same 
configuration is shown for a full painting. In each case on the left side an axial projection of the 
data stack is schown and on the right side a 3D reconstruction
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of these “start cylinders”: statistical, deterministic and probabilistic distribution 
(see Fig. 3.6). In addition, two nucleoli were inserted in all three cases, simulated 
as additional CTs with a DNA content of 80 Mbp. The midpoints of the nucleoli in 
the start configuration were considered to maintain a minimal distance of 1.75 mm 
to the nuclear envelope and a minimal distance of 3.75 mm from each other. The 
“start cylinders” were located first in so called “initial” CT spheres. In the case of 
the statistical distribution of the CTs (see Fig. 3.6a) the “initial” spheres were posi-
tioned randomly in the nuclear volume with the condition that overlapping with still 
existing “initial” spheres was forbidden. As a consequence, in case of an overlap of 
a randomly chosen position of a given “initial” CT sphere with another CT sphere, 
this position was discarded, and a new random position was chosen. This procedure 
was repeated, until a non-overlap position was obtained. To let the algorithm con-
verge (i.e. all “initial” CT spheres find an non-overlap position), the volumes of the 
“initial” spheres had to be reduced by a common factor v.

In the case of the deterministic and probabilistic distribution, a gene density 
correlated distribution of the “initial” CT spheres in the nuclear volume was per-
formed. To create the deterministic start distribution (Fig. 3.6c) after the incorpora-
tion of the two nucleoli, the “initial” spheres of the homologous CTs were located 
on discrete shells in the nuclear volume in the order of their gene densities as 
following: #19, 17, 22, 11, 1, 15, 14, 12, 20, 6, 10, 3, 7, 2, 16, 9, 5, 21, 8, 4, 13, 18, 
X, Y. The simulation (for details see Kreth et al. 2004a) was started with the “ini-
tial” spheres of the CTs with the maximum gene density (CTs #19); then the CTs 

nucleus

nucleolus

#22
#19 #17

nucleus

#22

#19

#17

nucleolus

a b c nucleus

#22

nucleolus

#19
#17

Fig. 3.6  Schematic drawing of the localization of the initial CT spheres in the nuclear volume for 
the three simulated cases. In the statistical simulation case (a), the initial CT spheres were put in 
the nucleus in a random order without further assumptions. In the probabilistic simulation case 
(b), the initial CT spheres were put in the nucleus in the order of their gene densities, and the 
distances of the CT spheres to the nuclear center were weighted with a probability density function 
according to their gene densities. In the deterministic simulation case (c), the initial spheres were 
located on discrete shells in the order of their gene densities. Starting with the initial spheres of 
CT No. 19 on the first shell in the interior, the next two CTs, No. 17 and No. 22, follow in the 
upper shells and so on. A constraint that has to be fulfilled in all three cases is that overlapping of 
the initial CT volumes is not allowed (From Kreth et al. 2004a)
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#17 spheres with the second highest gene density were located with an appropriate 
distance from the first shell and so on. In this deterministic start distribution, all 
probabilistic constraints were eliminated, except that on a given shell surface, an 
“initial” CT sphere was allowed any radial position not resulting in an overlap.

For the probabilistic case (Fig. 3.6b), after the incorporation of the two nucleoli, 
the CTs were put into the nuclear volume in the same order according to gene den-
sity as realized for the deterministic case. Here, however, in contrast to the deter-
ministic case, the “initial” CT spheres were not located on discrete shells but the 
distance from the center of the “initial” spheres to the nuclear center was weighted 
with an exponential probability density function which depends on the gene density 
of a given chromosome. A non overlapping position of the CT in the nucleus was 
chosen. Then the distance d to the nuclear center was determined for this special 
position, and a probability vaule P(d) was calculated with the gene density of CT 
A (e.g., #22). Then the calculated P(d) value was compared with a random number 
between 0 and 1. If the random number turned out to be equal or larger than the 
calculated P(d) value, then the position of the “initial” (CT A) sphere was accepted. 
If the random number turned out to be smaller than the calculated P(d) value, then 
again a new randomly chosen position for CT A was tested for non overlap; the d 
value of the new non overlapping position was again inserted in Eq. (3.8) and tested 
as described above. The procedure was continued until a non-overlap position was 
obtained with a random number equal/larger than the P(d).

For the gene density values applied for each CT, sequence data derived ratios 
were used of observed versus expected gene-based ETS markers per chromosome 
(Deloukas et al. 1998).

After the start configuration with the “initial” spheres of the diploid human 
chromosome set (22, X, Y) and the two nucleoli had been created as described 
above, the “start cylinders” were placed inside these spheres. In the next step, for 
the relaxation process of the “start cylinders” into an equilibrium state, the “initial” 
spheres were discarded and played no further role in the relaxation process. For all 
three cases, 50 nuclei each were calculated. For comparison of the experimentally 
observed and simulated radial arrangements of the reconstructed CTs #12,18,19, 
and 20 the simulated nuclear configurations were virtually labeled using a “virtual 
microscopy” approach. Figure  3.7 visualizes 3D reconstructions of painted CTs 
#18 and 19 in a nucleus of a human lymphocyte (Fig. 3.7d) as well as for the three 
simulated model assumptions (Fig. 3.7a–c).

The quantitative 3D evaluation of the nuclear positioning of the (virtually) 
painted territories was made by the assessment of the 3D relative radial distribution 
of each voxel assigned to the respective territory. Figure 3.8 shows the voxel distri-
butions for the respective CTs plotted against the relative radius in lymphocyte 
nuclei for the probabilistic case.

In the statistical simulation case, both CTs #18 and 19 had a very similar (periph-
eral distribution) which was in clear contrast with the experimental results (compare 
Fig. 3.7b). In the deterministic simulation case, the correlation of simulation and 
experiment was much more pronounced. In the probabilistic simulation case, the 
evaluated more interior arrangement (in the nuclear volume) of the CTs No. 19, and 
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the more peripheral arrangement of the CTs No. 18, fitted the experimental data 
best. These examples (Kreth et  al. 2004a) indicate that already relatively basic 
quantitative models allow to predict nuclear genome macrostructure (here the radial 
distribution of specific CTs) in a promising way.

3.5 � Application of the SCD Computer Model  
to Predict Cell Type Specific Radiation-Induced 
Chromosomal Aberrations

The non random higher order spatial arrangement of chromosome territories (CTs) and 
specific genomic regions in eukaryotic cells significantly contributes to their likelihood 
of undergoing chromosomal aberrations once chromosome breaks have occurred 
(Kozubek et al. 1999; Cornforth et al. 2002; Roix et al. 2003; Arsuaga et al. 2004; 

Fig. 3.7  Visualization of reconstructed CTs of simulated human cell nuclei (a–c) according to the 
SCD model and of an experimental human lymphocyte cell nucleus with FISH-painted CTs. (d) The 
simulated virtual microscopy data stacks are reconstructions from the three simulation cases of 
the relaxed configurations: statistical simulation case (a), probabilistic simulation case (b), and 
deterministic simulation case (c). In all cases, CTs No. 18 were visualized in red and CTs No. 19 
in green. The visualization tool was kindly provided by Dr. R. Heintzmann, University 
Jena,Germany (From Kreth et al. 2004a)
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Fig. 3.8  Radial distribution curves of experimental (compare Cremer et al. 2001; Weierich et al. 
2003) and quantitative computer simulations applying a 3D mapping algorithm based on the SCD 
model. The radial arrangements were evaluated human CTs No. 18 and No. 19. The counterstain 
distribution results from the mapping of all chromosomes. (a) Simulation results; (b) Experimental 
results for the radial distribution of #18 and 19. The relative radius determines the relative position 
of a shell with respect to the nuclear border. For example, a shell at the relative radius 0 is located 
at the nuclear center, whereas the shell 98 is positioned at the nuclear periphery. Error bars repre-
sent the standard deviations of the mean. The mean value for each relative radius was obtained by 
the average of the single distribution curves for each nucleus. (From Kreth et al. 2004a)
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Parada et al. 2004). In lymphocytes, CTs are arranged in a radial manner which is 
evolutionarily conserved in lymphocytes (Tanabe et  al. 2002) and has also been 
reported in fibroblasts. However, while in lymphocyte type cell nuclei the gene density 
seems to be the underlying factor arranging gene dense chromosomes in the interior 
and gene poor chromosomes in the periphery of the nuclear volume (e.g., Boyle et al. 
2001; Cremer et al. 2001) , in fibroblast nuclei a high correlation with the size was 
reported (Sun et al. 2000; Bolzer et al. 2005). Radial positioning is also not limited to 
entire chromosomes, but has also been reported for single genes (Roix et al. 2003). For 
all these experimentally observed radial patterns, the probabilistic nature is a common 
further feature. That means, although average positions of genes and chromosomes, 
relative to the center of the nucleus or relative to each other, can be measured in absolute 
terms, the position of a single gene region or chromosome varies greatly among cells 
in a population.

To evaluate specific aspects of radiation induced aberrations, quantitative models 
based on nuclear architecture have been applied (Sachs et  al. 1997; Sachs et  al. 
2000; Arsuaga et al. 2004). In these models regard, a geometric representation of 
the chromosomes in a given nuclear volume was used (Holley et al. 2002; Friedland 
et al. 2008;. Ballarini et al. 2002). For example, to attend on the lower order chro-
matin level break point formations, Holley et al. (2002) described the CT structure 
by a polymer, in which the 30 nm fiber was allowed to form a three-dimensional 
random walk within a spherical chromosome volume. To construct irregularly 
shaped CT volumes, Ballarini et al. (2002) presented a model where the nuclear 
volume was first divided in a 3D grid of 27,000 cubic elements (boxes) and CTs 
were constructed then by subsequent occupation of closest neighboring boxes. In 
both model approaches the volumes of CTs were proportional to their DNA con-
tents; a specific arrangement of gene dense or gene poor chromosomes in the 
nuclear volume or a size dependent arrangement however was not regarded.

In an effort to quantitatively estimate the chromosomal aberrations under the 
assumption of a non random chromosomal arrangement, we implemented the 
Spherical 1-Mbp chromatin domain (SCD) model, assuming a preferential distribu-
tion CTs corresponding to their gene densities in interphase lymphocyte nuclei 
(compare Fig. 3.9) (Kreth et al. 2004a). Based on such calculated nuclear configu-
rations, pairwise aberration frequencies were determined for Low LET (Linear 
Energy Transfer) irradiation (Kreth et al. 2004b). Clear differences to a calculated 
statistical distribution of CTs in the nuclear volume were observed. In comparison 
with an experimental study of Cornforth et al. (2002), the influence of proximity 
effects on interchange yields was confirmed. Here we give an example for the 
application of the SCD computer model described above to predict cell type spe-
cific radiation-induced chromosomal aberrations.

On the assumption of a random distribution of double strand breaks (DSBs) 
within the DNA for a Low LET radiation, the probability of a break occurring 
within a certain 1 Mbp domain was modeled using Poisson distribution mathematics. 
This assumes that, although an ionizing radiation track may produce multiple 
DSBs, these are distributed randomly throughout the genome. Under the assump-
tion that the number of DSBs induced within a nucleus increases linearly with 
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dose and is proportional to the DNA content of the cell, the probability p
n
 of an 

individual modeled 1 Mbp domain containing n DSBs was calculated from an 
adaptation of the equation of Poisson distribution (Johnston et al. 1997).

The DSBs within the 1 Mbp domains were placed randomly. To determine an 
exchange (inter-/intra-change) between two DSBs in two 1 Mbp domains, only 
those 1 Mbp domains containing DSBs were regarded which revealed a distance 
(the distance between the mid points of both 1 Mbp domains) smaller or equal to a 
certain proximity value. Besides the proximity value of 500 nm (Kreth et  al. 
2004b), also a proximity value of 250 nm (which means that the 1 Mbp domains 
must overlap) and also proximity values of 750 and 1,000 nm were tested. An 
exchange event in dependence of the distance d between the two DSBs in the two 
domains was counted according to the normalized probability function p

d
 = [r/d]a. 

Here, r denotes the radius of a 1 Mbp domain which determines the maximal dis-
tance by which an exchange takes place in every case. For the exponent a different 
values were tested and compared with experimentally obtained dose response 
curves (Fig. 3.10). When for a certain DSB an exchange was not counted, other 
domains in a certain distance (proximity value, see above) containing DSBs were 
tested. When this procedure failed, the DSB was considered as repaired. Exchanges 
between domains of the same chromosome were counted as intrachanges and were 
separated from interchanges (For details see Kreth et al. 2007).

These application examples show that the prediction of radiation induced chromo-
some aberrations in human lymphycyte can be highly improved on the basis of com-
puter models taking into regard quantitative structural information. With a reasonable 
parameter set, the Spherical 1 Mbp Chromatin Domain (SCD) model allowed an 
excellent agreement (with respect to the amount and the behavior) of calculated 
dicentrics/translocation frequencies with experimental dose response curves in a 

Fig.  3.9  Visualization of a modeled lymphocyte nucleus according to the SCD model. 
(a) Visualization of the complete diploid chromosome set of the human genome after 400,000 
Monte Carlo steps. Each homologous chromosome pair is labeled in a separate color. (b) The two 
gene poor CTs #18 and 21 are visualized only. The peripheral organization is clearly visible. 
(c) The three gene rich CTs #17, 19, 22 are visualized; here the internal positioning near the 
nuclear center is preferred according to the experimental observations. The bar denotes 5 mm 
(From Kreth et al. 2007)
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Fig. 3.10  Calculated dose response curves (with the SCD model) for dicentrics/translocations per 
cell were compared with measurements of Lloyd et al. 1986 and Edwards et al. 1997. To represent 
the experimental measurements, their linear-quadratic expressions (0.005 + 0.036D + 0.067D2) and 
(0.018D + 0.060D2) were used. Also for the representation of the calculated dose response curves, 
only the linear-quadratic fitting curves are shown. (a) For these calculations the proximity value 
was set to 500 nm and the exponent of the probability distance function was varied (a = 1.4, 2, 3, 
4, 5). (b) For these calculations the exponent a = 3 was fixed and the proximity value was varied 
(250, 500, 750, 1,000 nm). The best agreement was found for a = 3.0, and proximity value = 500 
nm. The respective linear-quadratic expression was 0.015D + 0.061D2 (From Kreth et al. 2007)
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range between 0.5–5 Gy. Calculating a high number of nuclear structure configura-
tions (one million), it was possible to predict absolute interchange frequencies for 
radiation doses in the 2–5 Gy range.

For radiation doses in the 2–5 Gy range. Although such doses are highly 
damaging in whole body exposures, even much higher doses are used in tumor 
treatment in partial body irradiation. Table 3.1 shows that in the important case of 
9;22 translocations correlated to chronic myeloic leukemia, the SCD model results 
in very good predictions. In other cases, the correlation between prediction and 
observation was not as obvious, indicating that additional features, e.g., different 
compaction levels of CTs, differential repair rates, or selections against certain 
aberrations have to be regarded.

3.6 � Extension of the SCD Model of Large Scale Nuclear 
Genome Architecture to Simulate Interactions  
with Other Nuclear Bodies

Besides the chromatin containing compartments, the nucleus is compartmentalized 
into specific protein-rich domains such as nucleoli, Cajal bodies and promyelocytic 
leukaemia bodies and nuclear speckles or splicing factor compartments, (reviewed 
by Lamond and Earnshaw 1998). The term nuclear speckle is used for aggregations 
of pre-mRNA splicing factors in mammalian cell nuclei that correspond to inter-
chromatin granule clusters (IGCs) at the electron microscopic level and that is sur-
rounded by perichromatin fibrils, which represent nascent transcripts of individual 
genes (Xing et al. 1995).

Table  3.1  Interchange frequencies of specific chromosome pairs calculated on the 
basis of the SCD computer model were compared with the respective experimentally 
observed frequencies of irradiated peripheral lymphocyte blood cells (Data from 
Arsuaga et al. 2004). The calculated frequencies are shown for a gene density corre-
lated and a statistical arrangement of CTs in spherical nuclei. For both simulation 
cases 1,000,000 cell configurations were taken (From Kreth et al. 2007)

Specific 
chromosome 
pair

Calculated absolute interchange 
frequencies in percent; 1,000,000 cell 
configurations; 3Gy Low LET

Human peripheral 
blood lymphocyte 
cells (Arsuaga et al. 
2004), 3,585 cells; 
2–5Gy Low LET (%)

Gene density corr-
elated arrangement 
of CTs (%)

Statistical 
arrangement  
of CTs (%)

f(4;18) 0.25 0.35 0.31
f(19;18) 0.051 0.19 0.056
f(19;17) 0.94 0.19 0.11
f(17;18) 0.095 0.23 0.14
f(9;22) 0.27 0.23 0.28
f(1;22) 0.46 0.37 0.75
f(1;21) 0.41 0.34 0.25
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Pre-mRNA splicing factors are not homogenously distributed over the whole 
nuclear plasma but are enriched in 20–50 nuclear locations with diameters between 
0.5 and 3 mm. At the remaining space of the nuclear plasma these factors are present 
but only at a very low concentration. Locations with a very high concentration are 
called speckles (Fig. 3.11).

One of these splicing factors is the spliceosome assembly factor SC35. Speckles 
containing this factor are called also SC35 domains or splicing factor compart-
ments. Interpreting the formation of SC35-domains two model presentations are 
discussed:

Model 1: mRNA metabolic factors, including SC-35 accumulate on transcripts of a 
single highly active gene or genomic clusters of genes. This model requires no 
structural organization of genes relative to the large concentrations of splicing 
factors. Such a model presentation is closely related to the thermodynamic switch 
model of nuclear architecture proposed recently by Nicodemi and Prisco 2009. This 
model supports the view that a variety of intra and inter-chromosome interactions 
can be traced back to similar mechanisms. Looping and compaction, remote 
sequence interactions, and territorial-segregated configurations correspond to ther-
modynamic states selected by appropriate values of concentrations/affinity of 
soluble mediators (e.g., mRNA metabolic factors) and by number and location of 
their attachment sites along the chromatin fiber. At regions of multiple attachment 

Fig. 3.11  Red: Actin-gene; green: Actin-RNA; blue: SC35-domain (Image from http://redbone.
umassmed.edu/SC35.html)
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sites a larger number of factors will accumulated which might result then in aggre-
gations of SC-35 domains.

Model 2: Multiple genes cluster at the periphery of a single large accumulation of 
mRNA metabolic factors. R-band DNA, which is gene rich, is more intimately 
associated with these SC-35 domains than gene poor G-band DNA. This view is 
experimentally supported by studies of FISH labelled R-bands, SC-35 domains and 
a subset of genes (Shopland et al. 2003). The studies revealed that each chromo-
some territory associates with three or four SC-35 domains, indicating specialized 
regions at the chromosome territory periphery. These contain domain-associated 
genes that can even come from different chromosome arms. An SC-35 domain can 
also associate with genes from different chromosomes. Because domain choice for 
individual genes is often random, the relative positions of their respective chromo-
somes also may be highly variable. The clustering of multiple specific genes and 
extensions of R-band DNA around the periphery of SC-35 domains reflects an 
organization around a structure, rather than of factors simply collected on the tran-
scripts of a highly expressed gene.

To translate these experimental findings in a quantitative model representation 
in the present contribution the 1 Mbp Spherical Chromatin Domain (SCD) model 
was extended to regard attractive interactions of gene rich R-band domains with pre 
existing spherical SC35 domains according to Model 2. This approach (presented 
here for the first time)allows it for the first time to evaluate the influences from 
protein – chromatin interactions on the higher order nuclear architecture.

3.6.1 � SCD model and banding pattern

To model the interaction between chromatin (the 1 Mbp SCD R/G band domains of 
chromosome territories), additional interactions between the introduced SC35-
domains and the respective R-band/G-band domains were introduced. For the 
realization of combined attractive and repulsive interactions the Lennard Jones 

potential is commonly used. This potential consist on the attractive part 
6

x

σ −   
and 

the repulsive part 
12

x

σ 
   . The following interactions were implemented:

SC35-domain and R-band domain (attractive and repulsive):

12 6

1 1
1 1( ) 4 ·V x

x x

 σ σ   = ε −        

SC35-domain and G-band domain (repulsive):

12 6

2 2
2 2 2 min,2

2 min,2

( ) 4 ·  if 

( ) 0 if 

V x x r
x x

V x x r

 σ σ   = ε − + ε ≤        
= >
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SC35-domain and SC35-domain (repulsive):

12 6

3 3
3 3 3 min,3

3 min,3

( ) 4 · if 

( ) 0 if 

V x x r
x x

V x x r

    = ε − + ε ≤        
= >

σ σ

The potential depth e describes the strength of the potential between the respective 
interacting domains at distance x, s the null position and r

min
 the minimum of the 

potential.
For the model calculation a mean number of 30 spherical SC35 domains with a 

mean diameter of 1.5 mm were introduced. The values for the potential strength e
2
 

between two speckles and for the potential strength e
3
 between G-band domains 

and speckles were chosen to correspond to 1.5 kT which is identical with the inter-
action potential strength e

0
 between two 1 Mbp domains. This value ensured that a 

complete penetration of different domains during the relaxation process was pre-
vented (Fig. 3.12).

Fig.  3.12  Mitotic like start configuration (upper row) and relaxed interphase configurations 
(lower row) of a spherical shaped lymphocyte nucleus (left side; 10 mm in diameter) and an ellip-
soidal shaped fibroblast nucleus (right side; 20 mm in diameter) together with 30 SC35 domains 
are shown (visualized in white). A SC35 domain has a diameter of 1.5 mm
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3.6.2 � Calibration

The value of the parameter e
1
 of the interaction potential between R-band domains 

and SC 35 domains was varied between e
1
 = 0.0 and e

1
 = 12.0 kT, where as for the 

range e
1
 = 0.0–2.0 kT a smaller step width was chosen and for the range e

1
=2.0–12.0 kT 

a larger step width. For each chosen value of e
1
 an ensemble of four relaxations was 

calculated. To obtain an optimal setting for e
1
 in the model which satisfy best the 

experimental observations two criteria were chosen:
Criteria I: all contacts between G-band domains with SC35 domains 

(Gbandcounts) and all contacts between R-band domains with SC35 domains 
(Rbandcounts) were summed up and the ratio G2RContacts was determined as the 
quotient between Gbandcounts and Rbandcounts. This ratio was experimentally 
observed by Shopland et al. (2003) to a value of 1/8.

Criteria II: The mean number of contacted SC35 domains per CT was saved in 
the variable contPerTer. Mean values for this variable between 3 and 4 were 
experimentally observed by Shopland et al. (2003).

Figure 3.13 showed the variation of the potential strength e
1
 in units of kT. In the 

upper graph of the figure the variable contPerTer was plotted as a function of e
1
. 

Two horizontal lines at y = 3 and y = 4 in green visualized the allowed region 
according to criteria II. The projection of the intersection points of the horizontal 
lines with the contPerTer curve on the abscissa revealed the allowed region for e

1
 

(blue vertical lines).
This resulted in:

1,min 1.35377 0.03799kT=ε ±

1,max 4.06977 0.09477kT=ε ±

In the second lower graph of Fig.  3.13 the ratio G2RContacts was plotted as a 
function of e

1
. A horizontal line with y = 1/8 visualized the experimentally observed 

value according to criteria I. At the middle part of the curve an exponential fit was 
adapted and the intersection point of the line y = 1/8 with this fit resulted in the 
optimal value for e

1
 according to criteria I.

The upper and lower bounds of the error bars were also fitted and the intersec-
tion points of these fits with the line y = 1/8 were calculated; the projection on the 
abscissa resulted in an upper and lower error estimation of e

1,opt
.

0.4248
1, 0.46161.90961opt kT+

−=ε

The comparison revealed that e
1,min

< e
1,opt

< e
1,max

. This means that e
1,opt

 was located in 
the allowed region and both criteria were compatible.

A recalculation of e
1,opt

 with T = 310 K in energy units revealed :

0.4248 1.82 21 0.011 0.261
1, 0.4616 1.97 0.012 0.2841.90961 8.17 ·10 0.051 1.17587opt

kcal

mol
kT J eV+ + − + +

− − − −= = =ε =
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Fig. 3.13  Variation of the parameter e
1
 of the interaction potential between R-band domains and 

SC35-domains in units of kT. The upper graph visualizes the mean number of contacted SC35 
domains per CT contPerTer. The green lines show the experimentally observed region of contacts 
(Shopland et al. 2003) according to criteria II. The blue lines result from the intersection points of 
the green lines with the calculated variation curve and visualize the allowed region for e

1
. The 

lower graph shows the relation G2RContacts of G band contacts divided by R band contacts. The 
green line visualizes the experimentally observed value (Shopland et al. 2003) and the blue lines 
visualize the allowed region from the upper graph
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Hydrogen bonds in solution have a binding energy of:

~ 1H

kcal

mol
ε

Comparing both values one can conclude in a very rough first estimation that the 
interaction strength between R-band domains and SC35 domains might be in the 
order of only 1.18 hydrogen bonds, despite of the quite large contact surface which 
would allow a much larger number.

In a second calculation the size of the SC35 domains was reduced from 1.5 to 
1.0 mm. In this case the value e

1,opt
 was reduced slightly to e

1,opt
 = 1.56139 kT. 

However it could be shown that this reduced size for a S35 domain is not longer 
compatible with the experimentally observed criteria I, II (calculations were not 
shown here).

3.6.3 � Comparison with Experimental Observations

Taking into account the calculated optimal value 
0.4248

1, 0.46161.90961opt kT+
−=ε an 

ensemble set of 204 relaxed configurations were simulated and the respective val-
ues for criteria I,II were calculated (compare Table  3.2). In addition to the both 
criteria I, II the number of contacts of chromatin domains of two specific gene 
regions with the SC35 domains were also analyzed according to the experimental 
setup of Shopland et al. (2003).

The gene region 17q21 consists on ten chromatin domains and corresponds to a 
major part to a R-band and the 7p21 gene region consists on nine chromatin 
domains and the major part of this region is a G-band (compare Fig. 3.14).

The comparison of the calculated contact frequencies with the SCD model and 
the experimentally observed frequencies (compare Table 3.3) revealed a very good 
agreement for more than one contacts (between domains of the respective gene 
region and SC35 domains) at the same time for both gene regions. However there 
was no quantitative agreement for no or one contact, although qualitatively correctly 
reflected with the experiment (in the case of the gene region 17q21) was the behav-
iour that the frequency of no contacts is less than the number of at least one contact. 

Table 3.2  Valuation of criteria 
I, II for the fitted optimal value 

0.4248

1, 0.4616
1.90961

opt
kT+

−
=ε

Parameter

Experimentally 
observed 
(Shopland et al. 
2003)

Calculated with  
the extended  
SCD model

G2RContacts 1/8 = 0.125 0.1190 ± 0.0290
contPerTer 3–4 3.4266 ± 0.2080



110 D. Hübschmann et al.

On might argue that this out coming was a result of the rough estimation of the 
chromatin by spherical 1 Mbp chromatin domains (Table 3.3).

In another calculation (data are not shown here) possible rearrangements of 
R-bands to the CT surface and of G-band domains in the interior caused by the 
interactions with the SC35 domains were investigated. A cluster procedure identi-
fying surface domains of a SCD-CT revealed that the presence of SC35 domains 
resulted in a different distribution of G-band and R-band domains at the surface. In 
contrast to a calculation where no SC35 domains were present, in the case with 
SC35 domains, more R-band domains are located at the surface and less were 
located in the interior. At the same time more G-band domains were located in the 
interior. This effect for the G-band domains was even stronger as for the R-band 
domains which might be the result of the attractive and repulsive interaction of 
R-band domains with SC35 domain while for G-band domains only repulsive inter-
actions are present.

3.7 � The Dynamics of Large Scale Nuclear Genome Structure 
in the Human Cell Nucleus

The nuclear architecture is not static but dynamic (Manders et al. 1999): Chromatin 
domains labeled directly with fluorochrome conjugated nucleotides revealed that 
these domains undergo constrained Brownian and occasionally also directed move-
ments (Bornfleth et al. 1998; Bornfleth et al. 1999a,b; Schermelleh et al. 2001, Zink 
and Cremer 1998a; Zink et al. 1998b; Edelmann et al. 2001). Brownian motion of 
chromatin insensitive to metabolic inhibitors and constrained for each given segment 

Table 3.3  Contact frequency of chromatin domains of the respective gene region with 0, 1, 
or >1 SC35 domains in 204 simulated cell nuclear configurations

Gene region

Percentage

0 contacts 1 contact >1 contacts

7p21 (G) Experimental 37 ± 4.79 52 ± 6 11 ± 2.24
Calculated 56.86 ± 9.26 30.88 ± 6.05 12.25 ± 3.31

17q21 (R) Experimental 1 ± 0.56 34 ± 4.29 63 ± 6.46
Calculated 10.29 ± 2.97 22.06 ± 4.83 67.65 ± 10.49

17q21

7p21

Fig. 3.14  Schematic drawing of the mapping of the gene regions 17q21 (above) and 7p21 (down) 
according to the SCD model. G-band domains are labelled in black and R-band domains in white
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to a subregion of the nucleus was also observed in Drosophila melanogaster nuclei 
(Marshall 1997). Therefore, the static biocomputing model approaches described 
above have to be extended to include also such movements.

The Monte Carlo method used above is based on stochastic methods and allows 
much faster calculations than the Brownian Dynamics method. With the Brownian 
Dynamics method, however, it is possible to predict the development in time. The 
Brownian Dynamics Simulations was based on the Langevin equation see (Mehring 
1998).

2
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i
 describes the interaction between the domains, r

i
 is the spatial coordinate, 

ij j
j

f∝∑ is the term for the stochastical forces and the term for the friction is similar 

to ~m
ij
. This equation describes the movement of Brownian particles (the 1 Mbp 

domains) at constant temperature (Fig. 3.15).
Figure  3.16 presents sections through such nuclei simulated according to the 

Brownian motion 1 Mbp-SCD model. Figure 3.16c corresponds to a conventional 
epifluorescence image of the nucleus of a live lymphycyte cell with all CTs labelled, 
e.g., by labeling histones with a fluorescent protein (compare Gunkel et al. 2009). 

Fig.  3.15  Time series of the Brownian movement of chromosome territories of a simulated 
human lymphocyte nucleus according to the 1-Mbp SCD model. The starting point was a relaxed 
Monte Carlo simulation as described above. The temperature assumed was 310 K (37°C) and a 
viscosity of the medium of h = 0.69 × 10−3 kg/ms (corresponding to water); the total Brownian 
1-Mbp-SCD model simulation time was 4 s; the individual timestep was 300 ns. The figure shows 
the configurations obtained for t = 0, 0.8, 1.6, 2.4, 3.2, and 4 s. The 1-Mbp domains of homolo-
gous CTs were labelled in the same color (From Kepper 2005)
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Figure 3.16b corresponds to a conventional CLSM image of such a nucleus where 
one optical section only is imaged.

Figure 3.16c corresponds to a conventional epifluorescence image where CTs 
#18 and 19 only have been visualized, and Fig. 3.16d corresponds to a conventional 
CLSM image where the centromeres only have been visualized. While such images 
are obtained readily using FISH of fixed cells, parts of individual CTs in vivo have 
been imaged using replication labelling techniques. The sites of centromeres have 
been labelled in  vivo using Kinetochore specific proteins. Attempts to apply 
centromeric DNA-DNA hybridization schemes in vivo have also been described.

Fig.  3.16  Convolution of a Brownian dynamics simulation of an human nucleus with an 
experimental confocal point spread function (Bornfleth et  al. 1998) to simulate the effects of 
‘blurring’ due to the limited optical resolution (~250 nm laterally, 600 nm in the dirction of the 
optical axis) of a conventional confocal laser scanning fluorescence microscope (CLSM). 
Overall simulation time = 2 s; integration time step = 300 ns; imaging time step = 3 ms; tem-
perature = 310 K; viscosity of the medium h = 0.69 × 10−3 kg/ms. (a) All CTs are shown with 
z-axis projection (i.e. a projection of all z-planes is visible);diameter of the nucleus: 10 mm; the 
same scale is used in (b–d); (b) all CTs are shown without z-axis projection (i.e. only one plane 
with a thickness of ~300 nm is visible); (c) CTs 18 and 19) are shown with z-axis projection (i.e. 
a projection of all planes is visible); (d) Centromere regions (simulated assuming a number of 
1-Mbp domains in the region obtained from the centromere with z-axis projection (i.e. a projec-
tion of all planes is visible)
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Figure 3.17 shows the gyration radii of selected CTs. The gyration radius is a 
measure for the spatial extension of a polymer chain, like the chain of 1-Mbp 
domains. It can be defined as

( )22

1 1

1 1
N N

G i C C i
i iN N

r r r r r
= =

= − =∑ ∑

where r
i
 is the spatial coordinate (vector) of monomer (domain) I, and r

c
 is the 

coordinate (vector) of the geometrical barycentre. For example, a homogeneous 
sphere of radius r

k
 has a gyration radius of

2 3

5
G Kr r=

For CTs with a large DNA content (such as the two homologous # a, 1b of human 
CT #1), the gyration radii are becoming smaller within the simulation time (total 4s). 
For the smaller CTs (#18,19, x,Y) the gyration radii appear to vary around a con-
stant mean value.

Table 3.4 shows a result of such Brownian Dynamics simulations, starting with 
a relaxed Monte Carlo model as described in Section 3.2.

With the hardware used, the program takes about 1 month to finish 1 s of simula-
tion. Faster network connections shorten the simulation times. In simulated nuclei 
each domain is clearly identified. For each time step the position of each domain is 
known. So it is possible to compute the distance between a domain in the telomere 

Chromosom #1(a)
Chromosom #1(b)

Chromosom #18(a)
Chromosom #18(b)

Chromosom #19(b)
Chromosom #19(a)

Chromosom #X
Chromosom #Y

0.8

0 0.5 1 1.5 2 2.5 3 3.5 4

1

1.2

1.4

1.6

1.8

Fig. 3.17  Ordinate: Gyration radii of selected CTs simulated according to the Brownian motion 
1-Mbp SCD model (for details see Fig. 3.13). Abscissa: Simulation time (s) from starting con-
figuration (From Kepper 2005)
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and in the centromere region. To show the differences between the time steps the 
mean value and the standard deviation are calculated. In Table 3.4, the sizes for the 
chromosomes 1, 18, 19 and Y are given. The size of the chromosome does not cor-
relate with the distance between the domain in the telomere and the centromere 
region. Centromere regions are not in the “middle” of chromosomes, there are two 
different arms with different lengths. The ratio differs with the chromosomes and is 
specific for the chromosome type.

3.8 � Towards Quantitative Analysis of Nuclear Genome 
Nanostructure I: Computer Models

It is obvious that in real nuclei the 1 Mbp-domains of the SCD model cannot be 
spheres. This assumption simply means that the very complex ‘nanostructure’ of the 
chromatin inside the individual domains was not regarded. This deliberate oversim-
plification may be justified as long as the large scale nuclear genome architecture is 
considered, such as the general arrangement of chromosome territories in the 
nucleus, or even the mean distances between telomeres and centromere domains. 
However, spatial constraints of functional nuclear genome architecture, such as rep-
lication, transcription and repair, are intimately connected with the nanostructure, i.e. 
with dimensions considerably smaller than the 250 nm radius of a 1-Mbp-domain, 
any attempt to quantitative modelling such nanostructures has to be based on ideas 
on the nanoscale architecture of chromatin domains. In this respect, chromatin loops 
of different sizes have become a common textbook scheme to explain how chromatin 
packaging is achieved from the DNA level to the level of entire metaphase chromo-
somes. Such qualitative models need to be translated into quantitative, experimen-
tally testable predictions; only in this way, the development of a consistent biophysical 
understanding of functional nuclear nanoarchitecture will become possible.

So far, several computer models have been proposed to numerically predict 
chromatin domain nanostructure up to the structure. For this, backfolding of chro-
matin fibres at some level is indispensable: In models that dismiss such backfold-
ing, chromatin fibres expand throughout much of the nuclear space resulting in a 
non-territorial/non-domain interphase chromosome organization. In the random-
walk/giant-loop (RW/GL) model, chromatin loops with a size of several megabases 

Table 3.4  Simulated distances between telomere and centromere domains. A nucleus of a human 
cell simulated with a total time of 200 ms with Brownian Dynamics simulations; the integration time 
step was set to 50 ns, every 500 ms the positions of all domains were saved; the simulated tempera-
ture was 310 K, the viscosity h = 0.69 · 10−3 kg m·s (Chromosome sizes were taken from Morten 
1991). Telomere and Centromere domains were identified according to the centromeric index

Chromosome 1 18 19 Y

First homologue 2.5 ± 0.2 mm 1.6 ± 0.5 mm 1.2 ± 0.3 mm 2.3 ± 0.2 mm
Second homologue 1.7 ± 0.2 mm 1.8 ± 0.2 mm 1.8 ± 0.4 mm
Size in Mbp 263 98 85 59
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are backfolded to an underlying structure, but otherwise each giant loop is folded 
randomly. Another model, the multi-loop subcompartment (MLS) model, assumes 
that ~1-Mb chromatin domains are built up like a rosette from a series of chromatin-
loop domains with sizes of ~100 kb, again assuming a random organization for 
each loop (Fig. 3.18). These models are compatible with the assumption that specific 

Fig. 3.18  The multiloop subcompartment model. (a) Two ~1-Mb chromatin domains or ‘subcom-
partments’ are shown linked by a chromatin fibre. Each ~1-Mb chromatin domain is built up as a 
rosette of looped ~100-kb chromatin fibres. At the centre, loops are held together by a magnified 
Loop base springsimulating the function of CT-Anchor proteins. (b, c) Two three-dimensional 
models of the internal ultrastructure of a ~1-Mb chromatin domain. (b) The nucleosome chain is 
compacted into a 30-nm chromatin fibre (visualized by cylinder segments) and folded into ten 
100-kb-sized loop domains according to the multiloop subcompartment model. Occasionally, 30-nm 
fibres are interrupted by short regions of individual nucleosomes (small white dots). The arrow points 
to a red sphere, with a diameter of 30 nm, that represents a transcription factor complex. (c) Each of 
the ten 100-kb chromatin domains was modelled under the assumption of a restricted random walk 
(zig-zag) nucleosome chain. Each dot represents an individual nucleosome. Nine 100-kb chromatin 
domains are shown in a closed configuration and one in an open chromatin configuration with 
a relaxed chain structure that expands at the periphery of the 1-Mb domain. The open domain will 
have enhanced accessibility to partial transcription complexes preformed in the interchromatin 
compartment. By contrast, most of the chromatin in the nine closed domains remains inaccessible to 
larger factor complexes (From Cremer and Cremer 2001)
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positions of genes inside or outside a chromatin-loop domain are not required for 
activation or silencing. However, they do make different predictions: first, about the 
extent of intermingling of different giant chromatin loops and chromatin-loop 
rosettes; and second, about the interphase distances between genes and other DNA 
segments that are located along a given chromosome.

Recently, single rosette-like parts of a domain were simulated and used for 
Brownian motion dynamics calculations to analyse the diffusion behaviour of small 
particles (corresponding to single proteins/protein complexes), and the accessibility 
of such particles in relation to the dynamic rosette structure (Odenheimer et  al. 
2009). Surprisingly, although the diffusion pattern of the diffusing particles 
revealed free diffusion, an area of about 6–12 kbp in the innermost part of these 
domains was revealed which is inaccessible even for small particles having the size 
of single proteins/protein complexes (Fig. 3.19). Three regions of different acces-
sibility were obtained:

An accessible region I (down to a distance of ~70 nm from the center of the ––
rosette) where the density of a diffusing protein of ~50 kDa is reduced to ~50% 
of the freely accessible region (distance >180 nm)
A region II difficult to access where the protein density drops to values around ––
10% of the freely accessible region

Cumulative Rosette Genome Content from Center of Rosette
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Fig.  3.19  Mbp-Nanostructure simulations are compatible with restricted accessibility of 
transcription factors. Ordinate: Genome content (kbp) with respect to the center of the 
Rosette nanostructure simulated (total length ~1 Mbp). Abscissa: Distance (nm) to the center 
of the 1-Mbp rosette (From Odenheimer et al. 2009)
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An in-accessible region III of about 3 kbp in length and a radius r––
Limit

 = 20 nm 
where the relative protein density drops to very small densities (in the simula-
tions to zero)

It is tempting to assume that a localisation of a promotor sequence in this area 
might silence the respective gene by the physical inaccessibility of this area for 
transcription factors: Thus, the RNA polymerase may not bind and the entire gene 
may not be transcribed. Thus, the silencing of genes in a chromatin domain could 
possibly be caused solely by physical inaccessibility. These predictions are well 
compatible with the findings of Verschure et al. (2003) based on conventional light 
microscopy observations.

3.9 � Towards Quantitative Analysis of Nuclear Genome 
Nanostructure II: Perspectives of Superresolution  
Light Microscopy

As Fig. 3.20 indicates, in a conventional light microscopic observation volume corre-
sponding to ~250 × 250 × 600 nm3 , a region with a diameter of 2 × r

Limit
 = 2 × 20 nm = 

40 nm was predicted to be inaccessible; this is only about 0.2% of the minimal 
conventional observation volume. Such a small region of inaccessibility is far below 
the detection limits of conventional light microscopy. Consequently, due to this lack of 
optical resolution the prediction of very small regions of inaccessibility in the range of 
few tens of nanometer is well compatible with the experimental results of tracking 
experiments of single streptavidin molecules in structurally and functionally distinct 
nuclear compartments. These conventional microscopy observations indicated that all 
nuclear subcompartments were easily and similarly accessible for such an average-
sized protein, and even condensed heterochromatin neither excluded single molecules 
nor impeded their passage (Gruenwald et al. 2008). However, these protein molecules 
did not accumulate in heterochromatin, suggesting comparatively less free volume.

While the predictions of the nanostructure model presented are thus fully com-
patible with available conventional light microscopy data, a test of the predictions 
of this and other nanostructure models concerning small regions of inaccessibility 
requires microscopic techniques with an effective resolution in the range of few 
tens of nanometer. Until a few years ago, such a resolution was available only with 
electron microscopy (EM) approaches while for far field flight microscopy, such a 
resolution was regarded to be impossible to achieve.

Since the famous publication of Ernst Abbe (1873), this limit was regarded to be 
due to the wave nature of light and thus unsurmountable. Based on the diffraction 
theory of light, Ernst Abbe postulated for a specific color a “specific smallest 
distance which never can significantly surpass half a wavelength of blue light”, 
i.e. about 200 nm. A very similar conclusion was obtained in 1896 by Lord 
Rayleigh, “tracing the image representative of a mathematical point in the object, 
the point being regarded as self-luminous. The limit to definition depends upon the 
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fact that owing to diffraction the image thrown even by a perfect lens ids not confined 
to a point, but distends itself over a patch or disk of light of finite diameter” Rayleigh 
(1896). From this, Rayleigh concluded “that the smallest resolvable distance e is 
given by e = ½ l/sina, a being the wave-length in the medium where the object is 
situated, and a the divergence-angle of the extreme ray (the semi-angular aperture) 
in the same medium”. Thus the same lightoptical (lateral) resolution limit of ca. 200 
nm (for abbreviation often called ‘Abbe-limit’) is obtained in both theories.

Recently, however, a variety of laseroptical far field microscopy techniques based 
on fluorescence excitation has been developed to overcome the Abbe-limit of 200 
nm at least in one direction, and to make possible Light Optical Analysis of 
BioStructures by Enhanced Resolution (“LOBSTER”). Some well known LOBSTER 
methods are confocal 4Pi-Laser Scanning Microscopy (Cremer and Cremer 1978; Hell 
and Wichmann 1994; Hell 2003; Egner et al. 2002, Bewersdorf et al. 2006, Baddeley 
et al. 2006, SMI microscopy (Hildenbrand et al. 2005; Martin et al. 2004) structured/
patterned illumination microscopy (Heintzmann and Cremer 1999), STED micros-
copy (Hell and Wichmann 1994; Hell 2007; Schmidt et al. 2008; Donnert et al. 
2006) or localization microscopy approaches using far field fluorescence micros-
copy (Cremer et al. 1996; Patwardhan 1997; Bornfleth et al. 1998; van Oijen et al. 
1999; Edelmann et al. 1999; Esa et al. 2000; Lacoste et al. 2000; Schmidt et al. 2008; 
Heilemann et  al. 2002; Betzig et  al. 2006; Hess et  al. 2006; Egner et  al. 2002; 
Reymann et al. 2008; Lemmer et al. 2008). Using these latter techniques, an effec-
tive optical resolution in the 10–20 nm regime has been obtained. For the first time, 

Fig. 3.20  Example for principle of spectral precision distance microscopy (SPDM). Three point-like 
objects are located within 50-nm distance of each other. The three point-like objects are labelled with 
the same spectral signature in (a) and with three different spectral signatures in (b). The computed 
system responses of the objects in (a) and (b) for a microscope with NA = 1.4/63 oil-immersion objec-
tive are shown in (c) and (d). Linescanes through the objects in (c) and (d) are shown in (e) and (f) 
respectively (From Cremer et al. 1999)



1193  Quantitative Approaches to Nuclear Architecture Analysis and Modelling

this allowed “nanoimaging” of biostructures at macromolecular resolution using 
fluorescence excitation by visible light. While STED microscopy is a focused beam 
method allowing to rapidly image small regions of interest (few mm extension), the 
complementary “spectrally assigned localization microscopy” (SALM) techniques 
are preferentially used in non-focusing setups, thus allowing to rapidly image large 
regions of interest (50–100 mm extension).

The basis of SALM as a far field fluorescence microscopy “nanoimaging” 
approach using biocompatible temperature conditions is the independent localiza-
tion of ‘point like’ objects excited to fluorescence emission by a focused laser beam 
or by non-focused illumination by ‘optical isolation’, i.e. the localization is 
assigned by appropriate spectral features. This approach, called by us ‘spectral 
precision microscopy’ (SPM) or spectral precision distance/position determination 
microscopy (SPDM) was conceived and realized in proof-of-principle experiments 
already in the 1990s (Cremer et al. 1996; Bornfleth et al. 1998; Cremer et al. 1999; 
Esa et al. 2000, 2001; Edelmann et al. 2000).

The principle of SPDM/SALM is shown schematically in Fig. 3.20. Let us assume 
three closely neighboring targets in a cell to be studied with distances much smaller 
than 1 FWHM, where FWHM represents the Full-Width-at-Half-Maximum of the 
effective Point Spread Function (PSF) of the optical system used. The ‘point-like’ 
(diameter much smaller than 1 FWHM) targets t

1
, t

2
 and t

3
 (e.g., three molecules) are 

assumed to have been labeled with three different fluorescent spectral signatures 
specs1, specs2 and specs3. For example, t

1
 is labeled with specs1, t

2
 with specs2 

and t
3
 with specs3. The registration of the images (using focused or non-focused 

optical devices with a given FWHM) is performed in a spectrally discriminated way 
so that in a first image stack IM1, a specs1 intensity value I1 is assigned to each voxel 
v

k
 (k = 1,2,3,…) of the object space; in a second image stack IM2, a specs2 intensity 

value I2 is assigned to each voxel v
k
 of the object space; and in a third 3-D image 

stack IM3, a specs3 intensity value I3 is assigned to each voxel v
k
 of the object 

space. The positions of the objects/molecules obtained are assigned to a position 
map. Early ‘proof-of-principle’ experiments using confocal laser scanning fluores-
cence microscopy (CLSM) at room temperature to determine the positions (xyz) and 
mutual Euclidean distances of small sites on the same DNA molecule labelled with 
three different spectral signatures yielded a lateral effective resolution of about 30 nm 
(ca. 1/16th of the wavelength used) and ca. 50 nm axial effective resolution (Esa et al. 
2000): Sites with a 3D distance of only 50 nm were still discriminated; their (xyz) 
positions were determined independently from each other with an error of few tens 
of nanometer, including the correction for optical aberrations. It was noted “that the 
SPM (Spectral Precision Microscopy = SPDM) strategy can be applied to more than 
two or three closely neighbored targets, if the neighboring targets t

1
, t

2,
 t

3
, …, t

n
 have 

sufficiently different spectral signatures specs1, specs2,…specsn…. Three or more 
spectral signatures allow true structural conclusions…. Furthermore, it is clear that 
essentially the same SPM strategy can be applied also in all cases where the distance 
between targets of the same spectral signature is larger than FWHM. Computer simu-
lations performed by (Bornfleth et al. 1998) indicated that a distance of about 1.5 
FWHM is sufficient.” (Cremer et al. 1999). Compared with related concepts (Betzig 
et al. 2006, van Oijen et al. 1999), in the SPDM approach the focus of application was 
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to (a) to perform superresolution analysis by the direct evaluation of the positions of 
the spectrally separated objects; (b) to adapt the method to far field fluorescence 
microscopy at temperatures in the 300 K range (“room temperature”); (c) to specify 
spectral signatures to include all kinds of fluorescent emission parameters suitable, 
from absorption/emission spectra to fluorescence life times (Heilemann et al. 2002) 
to any other method allowing ‘optical isolation’ (Cremer et  al. 2001 US Patent 
7,298,461 B2) . Optical isolation means that at a given time and registration mode, 
the distance between two objects/molecules is larger than the FWHM. Early concepts 
included even the use of photoswitching to molecules from a state A to a state B in 
an observation volume in a reversible or irreversible way to improve the gain of 
nanostructural information (Cremer and Cremer 1972 DE).

In the last few years, approaches based on principles of SPDM and related 
methods (‘spectrally assigned localization microscopy‘, SALM) have been consid-
erably improved by several groups, especially by using photoswitchable fluoro-
chromes. By imaging fluorescent bursts of single molecules after light activation, 
the position of the molecules was determined with a precision significantly better 
than the FWHM. These microscopic techniques were termed photoactivated local-
ization microscopy (PALM) (Betzig et  al. 2006), fluorescence photoactivation 
localization microscopy (FPALM) (Hess et al. 2006), stochastic optical reconstruc-
tion microscopy (STORM) (Rust et al. 2006) or PALM with independently running 
acquisition (PALMIRA) (Geisler et  al. 2007, Andresen et  al. 2008). In all these 
approaches, special fluorochromes were used which can be photoswitched between 
a ‘dark’ state A and a ‘bright’ state B (Hell Nature Biotech 2003).

Recently, we applied SPDM in the nanometer resolution scale to conventional fluo-
rochromes that show “reversible photobleaching” or “blinking”. “Reversible photo-
bleaching” has been shown to be a general behavior in several fluorescent proteins, e.g., 
CFP, Citrine or eYFP (15–18). In such cases, the fluorescence emission of certain types 
can be described by assuming three different states of the molecule: A fluorescent state 
M

fl
; a reversibly bleached state M

rbl
; and an irreversibly bleached stat M

ibl
. In the M

rbl
 

state, the molecule can be excited to a large number of times to the M
fl
 state (fluorescence 

burst) until it passes into the irreversibly bleached state (i.e. a dark state long compared 
with the time required for a burst of fluorescence photons); and thus its position be 
determined. With velocity constants k

1
, k

2
, k

3
 one can assume the transition scheme

2

3
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k
k
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We recently showed that reversible photobleaching can be used for superresolution 
imaging (SPDM

Phymod
) of cellular nanostructures labeled with conventional fluoro-

chromes such as Alexa 488 (Reymann et  al. 2008; Baddeley et  al. 2009) or the 
Green Fluorescent Protein variant YFP (Lemmer et al. 2008). This novel extensions 
of the SPDM approach are based on the possibility to produce the optical isolation 
required by allowing only one molecule in a given observation volume to be in the 
M

rbl
–M

fl
 cycle. In this case, each stochastic time onset (t

1
,t

2
,t

3
,…t

k
) of a fluores-

cence burst is regarded to represent a specific PHYMOD spectral signature 
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specs1,specs2,specs3,…specsk. Such spectral signatures characterized by the 
stochastic time onset of a emission of a fluorescent burst may be obtained by 
appropriate physical conditions, such as an exciting illumination intensity in the 
10 kW/cm2–1 MW/cm2 range. We call fluorochromes with these characteristics 
“PHYMOD” (PHYsically MODifiable) fluorochromes. The spectral signatures 
realized in this way might be called “Phymod”specs. SPDM imaging appreoaches 
based on such “PHYMOD” Fluorochromes might be specified as SPDM

Phymod
.

Figures  3.21, 3.22 and 3.23 show some recent examples how to use this 
superresolution technique for the lightoptical nanoscopy of nuclear genome 
nanoarchitecture (Fig. 3.24).

Fig. 3.21  Distribution of H2A proteins (red) and Snf2H proteins (green) within a human U2OS 
nucleus. (a) Conventional epifluorescence image. (b) 2CLM image, each fluorochrome-position 
is blurred with a Gaussian representing the individual localization accuracy. Panel (c) and (d) 
display enlarged regions. Scale bars are 2 mm in A and B and 500 nm in (c) and (d) (From Gunkel 
et al. 2009)



Fig. 3.22  Localization accuracy. (a) Histogram of localization accuracies of GFP and mRFP1 
determined by the fitting algorithm for one cell (compare Fig. 3.20). (b) Comparison of conven-
tional epifluorescence and 2CLM image. In the latter one, two molecule positions with a distance 
of about 30 nm can be resolved (both recorded within 7 s, corresponding to an estimated drift of 
about 1 nm). The pixel size in the epifluorescence image was 65 nm (From Gunkel et al. 2009)
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Fig. 3.23  Quantitative analysis of molecule densities on the nanoscale in a human cell nucleus. 
A histogram of the number of neighbors (of the same color) within a circle of 300 nm radius was 
plotted for H2A (a) and Snf2H (b) for the cell below. As a reference, the same histograms were 
plotted for random distributions with equal particle densities. Experimentally observed histograms 
were broader than the histograms for random distributions and could only be fitted considering 
different particle populations (From Gunkel et al. 2009)
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3.9.1 � Perspectives

Since its discovery in the 1840s of the nineteenth century, the biology of the 
nucleus has experienced an ever growing importance. With the advent of molecular 
cell biology, the nucleus as the site of the overwhelming amount of the cellular 
DNA has been studied very extensively. Presenly, the DNA sequence of the nuclei 
studied als well as the types of other molecules they contain is widely known. As a 
consequence, the focus is shifting to the influence of nuclear architecture on gene 
function. For example, for a long time most of the DNA in a human cell nucleus 
has been regarded to be just “junk” , because it did not contain RNA coding 
sequences. This concept is now changing: A large part of the non-coding DNA of 
the genome might have structural functions in the regulation of gene expression. To 
what extent this is the case is not known. However, more and more experimental 
evidence is accumulating for a major role of nuclear genome structure. In the 
present contribution, a number of examples has been given for the quantitative 
lightoptical analysis of nuclear architecture, from the ‘macroscale’ (chromosome 
territories and their positioning, down to 1 Mbp domains, several mm to ~0.2 mm) 
to first approaches to the “nanoscale” providing macromolecular lightoptical reso-
lution (200–10 nm) of the positioning of small DNA repeats, individual histone 
molecules, and single chromatin remodelling factors. In addition, it was shown how 

Fig.  3.24  Alexa 568 FISH labelled chromatin region in VH7 fibroblast cells. On the left the 
conventional wide-field fluorescence image and an enlarged insert of the heterochromatic target 
region on chromosome Y are shown (upper middle). On the upper right the corresponding SPDM 
image is displayed (From Lemmer et al. 2009)
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structural information can be integrated into quantitative models of nuclear genome 
organisation and used to predict medically important consequences, such as the 
formation of cancer correlated chromosome translocations induced by ionizing 
radiation. It is anticipated that the new possibilties of lightoptical superresolution 
microscopy (‘nanoscopy’) and their correlation with ultrastructural methods, e.g., 
transmission electron microscopy (EM), Scanning EM (SEM), cryo-electron 
tomography, focused ion beam SEM, or X-ray microscopy will allow to gain nano-
structural information until recently thought to be beyond the possibilities of 
experimental research. The integration of this knowledge into numerical models of 
nuclear structure down to the level of the nucleosomes will eventually make possible 
to develop a “virtual cell nucleus”. This is expected to contribute substantially to a 
deeper insight into the basic understanding of life but also allow predictions valu-
able for cellular reprogramming and the effect of specific therapeutic agents.
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Abstract  For studying the 3D structure formed by consecutive genomic regions of 
chromosomes we propose using statistical shape theory in conjunction with regis-
tration methods. In contrast to earlier work, where the 3D chromatin structure was 
analyzed indirectly, we here directly exploit the 3D locations of genomic regions 
to determine the large-scale structure of chromatin fiber. Our study is based on 3D 
microscopy images of the X-chromosome where four consecutive genomic regions 
(BACs) have been simultaneously labeled by multicolor FISH. To allow unique 
reconstruction of the 3D shape, image data with sets of four consecutive BACs 
have been acquired with an overlap of three BACs between the different sets. We 
have statistically analyzed the data and it turned out that for all datasets the 3D 
structure is non-random. In addition, we found that the shapes of active and inac-
tive X-chromosomal genomic regions are statistically independent. Moreover, we 
reconstructed the 3D structure of chromatin in a small genomic region based on 
five BACs resulting from two overlapping four BACs. We also found that spatial 
normalization of cell nuclei using non-rigid image registration has a significant 
influence on the location of the genomic regions.
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4.1 � Introduction

The 3D architecture of chromatin formed by different genomic regions is still 
poorly understood although this spatial information is essential for understanding 
cellular function. In particular, the positions of genes within the cell nucleus play 
an important role in transcriptional regulation (see Fraser and Bickmore 2007; 
Lanctôt et al. 2007; Sexton et al. 2007; Soutoglou and Misteli 2007 for reviews). 
For example, some genes are known to move from the nuclear envelope upon tran-
scriptional activation and towards the envelope when silenced (e.g., Chuang et al. 
2006; Chuang and Belmont 2007; Dundr et al. 2007; Kosak and Groudine 2004; 
Ragoczy et al. 2006).

In this work, we study the 3D architecture of interphase chromatin within a 
small region of the X-chromosome. The X-chromosome is one of the two sex-
determining chromosomes in many animal species. Early in the embryonic devel-
opment of females, one of the two X-chromosomes is inactivated in almost all 
somatic cells. X-inactivation ensures that the female, with two X-chromosomes, 
does not have twice as many X-chromosomal gene products as the male, which 
only has a single X-chromosome (Lyon 1961). The folding structure of X-chromatin is 
still poorly understood, despite the fact that the 3D organization of the chromatin 
plays an important role in the control of gene expression (Sproul et al. 2005). The 
aim of our work is threefold: First, we examine whether the large scale folding 
structure of the X-chromatin is non-random. Second, we study the relationship 
between the folding structures of active X-chromatin (Xa) and inactive X-chromatin 
(Xi). Third, we reconstruct and analyze the 3D structure formed by consecutive 
genomic regions.

In previous work, 3D chromatin structure was analyzed indirectly, for example, 
by measuring physical distances (e.g., Yokota et  al. 1995; Ostashevsky 1998; 
Skalníková et al. 2000; Parreira et al. 1997) or angles (e.g., Zlatanova et al. 1998; 
Kozubek et al. 2002), which have been computed based on the positions of labelled 
genomic regions. Also, the centers of nuclei have been used to determine (normal-
ized) distances of genomic regions in relation to the radii of cell nuclei (e.g., 
Cremer et al. 2001; Kozubek et al. 2002). In addition, features like volume, round-
ness factor, and degree of overlap between genomic regions were used to character-
ize the geometry of genomic regions (e.g., Götze et  al. 2007). Although these 
techniques were successfully applied, only basic geometric features have been 
determined and evaluated. Thus, the geometry of the considered objects is not fully 
exploited and the interpretation of the higher-level geometry is difficult. The reason 
is that the features (e.g., distances) can be straightforwardly calculated based on the 
3D coordinates of the genomic regions, whereas the converse is not generally true 
Given the features, it is generally not straightforward and often even not possible to 
uniquely determine the 3D coordinates (e.g., Dryden and Mardia 1998; Adams 
et al. 2004). In fact, the approaches used in previous studies did not allow integra-
tion of the basic geometric features to obtain knowledge about the higher-level 
chromosomal geometry.
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In this work, we directly exploit the higher-level geometric structure of the 
chromatin data. Our work is based on 3D geometrical morphometrics within statistical 
shape theory (e.g., Rohlf and Marcus 1993; Dryden and Mardia 1998) which we 
propose to use in conjunction with registration methods for spatial normalization. 
Whereas in our previous work (Yang et  al. 2007) we used image data of three 
consecutive genomic regions (BACs) within one image, we here analyze image data 
of four consecutive BACs and we also use different analysis techniques, e.g., statistical 
modeling with the Fisher distribution. Our work is based on multi-channel 3D cell 
microscopy images stained by FISH (fluorescence in situ hybridization). In each 
image, four consecutive genomic regions (BACs) have been labeled on the Xa- and 
the Xi-chromosome (see Fig. 4.1). The geometric centers of the BAC signals were 
determined after threshold-based segmentation. In our application we have used two 
sets of data, where each set represents four consecutive BACs in a number of indi-
vidual fibroblast cells and three BACs are overlapping, i.e. have been labeled in both 
datasets. Thus, dataset 1 contains the coordinates of BAC2, BAC3, BAC4, BAC5, and 
dataset 2 represents the positions of BAC1, BAC2, BAC3, BAC4. Note, that this 
constellation of BACs in the two datasets allows a sound combination of the geometric 
information in the two datasets, and to uniquely determine the 3D structure of five 
consecutive BACs. Note also, that in the 2D case already two overlapping consecu-
tive BACs would be sufficient to uniquely determine the 2D structure. To study the 
3D structure of the generated two datasets we used the following approaches. First, 
a shape uniformity test was used for the 3D structure formed by the four BACs, in 
order to determine whether the structures are random or not. Second, we separated 
each tetrahedron (representing four consecutive genomic regions) into four triangles 
(BAC-triangles), which were then transformed onto the xy-plane using 3D point-based 

Fig. 4.1  Maximum intensity projection of a 3D confocal microscopy image of a nucleus with four 
segmented BAC signals in each of the two X-chromosome territories. Active (Xa) and inactive 
chromosome (Xi)
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registration. After using Kendall’s spherical coordinate system the shape distribution 
of BAC-triangles can be considered as a standard problem on a spherical space. Subse-
quently, the Fisher distribution was applied to statistically model the spherical data. 
Here, a goodness-of-fit test was used to find out, whether the Fisher distribution well 
describes the real data. Based on this, a two-sample test was performed to compare 
the 3D structures of the Xa- and Xi-chromosome. Furthermore, the correlation coef-
ficients on spherical space were also computed to characterize the statistical (in)
dependence between the shapes of Xa and Xi. Since both datasets possess an overlap 
of three BACs, we were able to reconstruct the 3D mean structure formed by five 
consecutive BACs. To this end we applied a point-based rigid registration approach. 
Moreover, we studied the 3D structure before and after geometric normalization 
with respect to the cell nucleus shape and analyzed the influence of the normaliza-
tion on the position of the genomic regions on the basis of a non-rigid image regis-
tration approach.

4.2 � Image Data and Computational Methods

4.2.1 � Image Data

For labeling four consecutive genomic subregions of a human X-chromosome, fluo-
rescence in situ hybridization (FISH) with bacterial artificial chromosome (BAC) 
probes was used for 3D-preserved nuclei of normal diploid human fibroblasts 
(Solovei et al. 2002; Cremer et al. 2007). Four consecutive BACs and the inter-BAC 
regions encompassed about 3.7 Mb in the subcentromere region on the long arm of 
the X-chromosome. Hybridized probes were detected using different fluorochromes 
and nuclear DNA was counterstained with DAPI. 3D images (image stacks) were 
acquired using a Leica SP5 confocal microscope. Stacks of 8-bit gray-scale images 
were obtained with axial distances of 120 nm between optical sections and pixel sizes 
of 45 nm. The four consecutive BAC probes, which form a tetrahedron, were visual-
ized in four separate image channels (see Fig. 4.1). Since both X-chromosome homo-
logues (active and inactive X-chromosomes, Xa and Xi) have the same genes, each 
multichannel image actually contains eight genomic regions, representing two homol-
ogous tetrahedrons for the Xa- and Xi-chromosomes. We have segmented the images 
by global thresholding and the geometric centers of the BACs have been computed. 
To avoid bias caused by chromatic shift between channels, the coordinates of the 
signals were corrected for chromatic shift measured as described in Walter et  al. 
(2006). In this study we have used two different datasets: dataset 1 contains the coor-
dinates of BAC2, BAC3, BAC4, BAC5 (in 33 3D multichannel images of different 
cells) and dataset 2 represents the positions of BAC1, BAC2, BAC3, BAC4 (in 38 
different 3D multichannel images). Thus, three BACs, namely BAC2, BAC3, BAC4, 
have been labeled in both datasets. The different BACs are associated with colors as 
follows: BAC1 (dark blue), BAC2 (green), BAC3 (cyan), BAC4 (yellow), and BAC5 (red). 



1354  Statistical Shape Theory and Registration Methods

Note, that the three “overlapping BACs” introduce a common coordinate system 
which enables spatial alignment of the two datasets. Thus, it is possible to uniquely 
determine the 3D structure formed by five consecutive genomic regions.

Besides the real datasets we also generated two sets of simulated data, which 
serve as reference datasets. First, a “stable” dataset was created by defining 50 
tetrahedrons whose vertices were isotropic normally distributed N(m, s), where m 
represents the positions of four points and s was chosen to be small. Second, a 
“random” dataset including 50 tetrahedrons was created, whose vertices were 
obtained by random selection within a unit cube. Analogously, we have also created 
two simulated datasets for the case of three points representing a triangle.

4.2.2 � Uniformity Test

In our work, it is essential to first figure out whether the acquired data of the 
X-chromosome has uniform distribution on the shape space, i.e., whether the 
shapes of the given data are random or not. We first introduce some basic 
concepts of geometric morphometrics in statistical shape theory. Given a configu-
ration matrix with k labeled m-dimensional points X : (x

1
, . . . , x

k
) in ×



m k that 
capture the geometric information of a certain object. The shape of the configura-
tion matrix X is the geometric information, which is invariant under translation, 
rotation, and isotropic scaling (Euclidean similarity transformation) (Mardia and 
Jupp 2000). The corresponding shape space Σk

m  is the set of all possible shapes. 
To study the shape, it is necessary to first remove the effects of the Euclidean 
similarity transformation. For example, centering and rescaling X can produce the 
pre-shape Z by means of: 

	
1/2[tr( )]T T T−=Z XH HX XH 	 (4.1)

where H represents the (k − 1) × k Helmert submatrix. Then the shape can be 
represented by [Z], where [Z] = UZ, U ∈ SO(m), and SO(m) represents the orthogonal 
group of rotations. On the other hand, to remove the rotation different 
approaches can be used, e.g., point-based registration or generalized Procrustes 
analysis.

Chikuse and Jupp (2004) have proposed a statistical test to examine the 
uniformity of a shape as statistical variable. Suppose we are given n samples 
X

1
, . . . , X

n
 (e.g., the BAC configuration of four consecutive points as in our case), 

and we have the null-hypothesis that the given data has uniform distribution on the 
shape space. The statistical test in Chikuse and Jupp (2004) is based on: 
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where 
1 1

( )1 11

n
T
i ii kn k

∑= −= −−
Z Z IT , and I

k − 1
 is the k − 1-dimensional identity 

matrix. Since (UZ)T(UZ) = ZTZ holds for any rotation matrix U, the test is rotation 
invariant. If the shape variables are independent and uniformly distributed, then 

2
( 2)( 1)/2~ k kV − +χ . The null-hypothesis is rejected for large values of V with respect 

to a specific significance level.

4.2.3 � Triangulation

In the section above, we have described a uniformity test for the shape distribution. 
Assume that the shapes formed by the BACs are not uniformly distributed on the 
shape space, then one would also like to determine the local shape of these BACs. 
Note that four consecutive BACs form a tetrahedron with four triangular faces 
(BAC-triangles). The four groups of BAC-triangles were denoted as TR1 to TR4 
(see Table 4.1).

4.2.4 � Point-Based Rigid Registration

The motivation for using point-based rigid registration in our work is twofold. First, 
prior to analyzing the BAC-triangles using statistical shape theory, it is necessary 
to transform each vertex of the BAC-triangles from 3D to 2D coordinates. To this 
end we suggest employing 3D point-based rigid registration (translation, rotation) 
to transform all 3D BAC-triangles onto the xy-plane (reference system). The 
second reason is that we can fix three of the four BACs to analyze the spatial dis-
tribution of the remaining “free” BAC, and using this approach we are also able to 
geometrically combine the two datasets to determine the mean structure of five 
consecutive BACs.

3D point-based rigid registration can be formulated as follows. Given k source 
points p

i
, and k target points q

i
, the task is to find a rigid transformation R, such 

that 
1

2

i

k

i i=
∑ − °q p R is minimized. To transform BAC-triangles (k = 3) onto the 

xy-plane, we compute the mean triangle over all images from one dataset. The 
mean triangle serves as the target points for point-based registration. For point-
based registration we employ the quaternion-based algorithm of Horn (Horn 
1987). Note, that originally the BAC-triangles are labeled clockwise or counter-
clockwise. However, after point-based registration, there is exclusively one kind 
of labeling order, i.e. either only clockwise or only counter-clockwise, because 

Triangles TR1 TR2 TR3 TR4

Channels 1,2,3 1,3,4 1,2,4 2,3,4

Table 4.1  BAC-triangles TR1,...,TR4 
and corresponding image channels
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counter-clockwise order and clockwise order can be transformed to each other by 
a 3D rotation. This is called removing the reflection shape (Dryden and Mardia 
1998).

4.2.5 � Investigation of the Statistical Distribution Using  
Kendall’s Spherical Coordinates

To investigate the statistical distribution on the shape space of triangles we use 
Kendall’s spherical coordinate system. With this coordinate system each triangle is 
mapped to one point on a sphere. The points on the southern hemisphere represent 
the reflection shape of those triangles on the northern hemisphere. Furthermore, the 
two poles of the sphere correspond to an equilateral triangle and its reflection 
shape, whereas flat triangles are found in the regions close to the equator. In our 
case, the reflection shapes of the triangles have been removed after 3D point-based 
registration. Hence, we need to consider only one hemisphere of Kendall’s spheri-
cal coordinate system.

4.2.6 � Statistical Shape Modeling Using the Fisher Distribution

After having mapped the triangles to points on a sphere, we suggest modeling 
the resulting point distribution using a method from spherical statistics. The 
Fisher distribution in spherical statistics is equivalent to the normal distribution 
in conventional statistics (Mardia and Jupp 2000). The Fisher distribution is the 
basic model for spherical data with rotational symmetry, and serves more gener-
ally as an all-purpose probability model for spherical data (Fisher et al. 1987). 
This model allows us to perform a comprehensive statistical inference on the 
spherical data.

The probability density function of the Fisher distribution is: 

	 ( ) exp( )
sinh( )

Tf =x x
k

k
k

m 	 (4.3)

where x is a unit vector on a unit sphere, k is the concentration parameter (k ³ 0), 
and m denotes the mean direction, where 3

, 1∈ =m m .
Before performing statistical inference, one should analyze how well the Fisher 

distribution fits the real datasets. The null-hypothesis is that the point distribution 
of the given spherical data is a Fisher distribution. The formal goodness-of-fit test 
comprises three subtests (colatitude test, longitude test, and two variable test). For 
details of this test we refer to Fisher et al. (1987).
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Generally, based on the Fisher distribution, we are able to apply different 
statistical inferences on the spherical data. For example, the two-sample test is 
used to examine whether Xa and Xi have the same concentration parameter k of 
the Fisher distribution.

4.2.7 � Quantitative Analysis of the Correlation Between  
the Shapes of the Active and Inactive X-Chromosomes

Each female cell has a pair of X-chromosomes, the active X-chromosome (Xa) and 
the incative X-chromosome (Xi). An essential question is whether there exists a 
geometric dependency between the shapes of the BAC-triangles of Xa and Xi. This 
question can be answered using the correlation coefficient between two spherical 
datasets. In our case, we used the approach of Jupp and Mardia (1980) to assess the 
dependence between BAC-triangles on Xa- and Xi-chromosomes.

4.2.8 � Spatial Normalization of Cell Nuclei Using  
Non-rigid Registration

When studying the 3D structure of chromosomes and genomic regions, a central 
question is whether the overall cell nucleus shape has an influence on the result. This 
is particularly relevant in our case, since the analyzed BACs have been labeled in 
individual cell nuclei which generally have different shapes. If the shape of the cell 
nuclei has an influence on the location of the BACs, then the question of how to 
remove potential artifacts due to shape variations becomes an essential issue. One 
main approach to this problem is to geometrically align and spatially normalize dif-
ferent cell nuclei, which can be achieved using registration techniques. In this work, 
we used the non-rigid intensity-based registration approach of Yang et  al.  (2008) 
which allows us to cope with elastic deformations between 3D images. The effect of 
this approach can be illustrated by Fig. 4.2. Here, 3D images of four nuclei of HeLa 
cells are shown, where one of the cell nuclei was used as reference (displayed as a 
dark red object in the background). Within the cell nuclei, chromosome regions (chro-
mosome territories) and genomic regions were labeled. Before registration, some 
chromosomes territories (indicated by the arrows) lie outside the reference cell 
nucleus (Fig. 4.2, top middle). After registration, all chromosome territories lie inside 
the reference cell nucleus and the genomic regions from the different cells are located 
more closely together (Fig. 4.2, bottom middle and right). In this work, we analyze 
cell nuclei of human fibroblasts. Since the shape of these nuclei can be approximately 
described by a 3D ellipsoid, our idea consists in spatially normalizing all cell nuclei 
with respect to a mean ellipsoid. To determine the mean ellipsoid, i.e. to compute the 
lengths of the three major axes of the ellipsoid, we use intensity-based rigid registra-
tion of all cell nuclei. Subsequently, each cell nucleus is registered to this mean 
ellipsoid using intensity-based non-rigid registration (see Fig. 4.3).



4.3 � Experimental Results

To analyze the 3D structure of active and inactive X-chromosomes (Xa and Xi) we 
have applied the uniformity test as described above. The outcome of the uniformity 
test for four BACs is listed in Table 4.2. The result gives strong evidence that the 

Fig. 4.2  Top: 3D overlay of four different cell nucleus images (left) with labeled chromosome 
regions (chromosome territories) (middle), and labeled genomic regions (right) before registra-
tion, Bottom: Corresponding images after registration overlaid with a nucleus of one cell as a 
reference. The arrows point to corresponding chromosome territories and genomic regions

Fig. 4.3  Non-rigid registration of cell nuclei to a mean ellipsoid



140 S. Yang et al.

shapes of Xa and Xi are non-random. The uniformity test was also used to verify the 
simulated “stable” dataset as well as the “random” dataset (see Section 4.2.1). The 
obtained test values are V

s
 = 153. 09 and V

r
 = 1. 46, respectively. Considering two dif-

ferent significance levels of 5% and 1% ( 2

5,0.01 15.09=χ , 
2

5, 0.05 11.07=χ ), it turns out that 
the test value for the stable data is indeed much larger than the thresholds (i.e., the 
data is quite different from random data), whereas the random data exhibits a sig-
nificantly smaller test value than the thresholds.

As described above in Section 4.2.6, the goodness-of-fit test is used to examine 
how well the Fisher distribution fits our real data. The results of this test shows that 
all three test values of all BAC-triangles of dataset 1 are smaller than the threshold 
values for the significance level of 1%, i.e., 

0.010.01
1.308, 1.347

c l
M M= = , 

0.01
1.035

t
M = . 

Therefore, the shape distribution of all BAC-triangles in dataset 1 follows a Fisher 
distribution for a significance level of 1%. However, for dataset 2 most of the mea-
surements can be also modeled by a Fisher distribution except for the BAC-triangle 
configuration TR3 of Xa and TR2 of Xi.

On the basis of the goodness-of-fit tests, we further investigated the parame-
ters of the Fisher distribution for the two real datasets (see Table  4.3). In our 
previous work (Yang et al. 2007), we have used the complex Bingham distribu-
tion to statistically describe the shape distribution of BAC-triangles. Here, in 
order to be able to compare the results we additionally determined the corre-
sponding concentration parameters l of the complex Bingham distribution (see 
Table 4.3). Also, the estimated parameters for the simulated data of the triangles 
(see Section 4.2.1) are provided as a reference. For the random dataset we 
obtained  −= ( )0.04, 0.08, 0.99rm ,  2.65

r
=k , | | 5.63r =l , and for the stable dataset we 

yielded  = (0.34, 0.04, 0.94)sm ,  81.27s =k , | | 162.53s =l . Comparing these values with the 
results for the real data, it turns out that the real data exhibits a relatively large varia-
tion in shape, since k and l are significantly smaller. Finally, we need to answer the 
important question, whether the BAC-triangles have uniform distribution on the 
shape space. The shape uniformity test for BAC-triangles was performed analo-
gously to the approach in Yang et al. (2007). However, in contrast to that work, we 
here used a more robust uniformity test i.e. Giné’s F

n
 test (Mardia and Jupp 2000). 

Analyzing the test results, we found that the local BAC-triangles are highly variable 
and some of them even resemble a random shape, although all global shapes of the 
BAC-tetrahedrons had been proven to be not random.

Table 4.2  Uniformity test on the shape space
4

3
∑ for a significance level 1% of 

2

5
χ , thres

hold value
2
5,0.01 15.09χ = (The threshold value at 5% significance level is 

2
5,0.05 11.07χ = )

Dataset 1 Dataset 2

Xa Xi Xa Xi

Test value 32.58 38.51 48.10 57.04
Null-hypothesis R R R R

Null-hypothesis, the shape distribution is uniform; R, null-hypothesis rejected; NR, 
null-hypothesis not rejected.
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The two-sample test determines whether both samples of Xa and Xi have the 
same concentration parameter in terms of the Fisher distribution. Given a signifi-
cance level of 1%, the results show that all BAC-triangles of Xa and Xi in dataset 1 
have the same concentration parameters k, while not all BAC-triangles of dataset 2 
exhibit this property.

Subsequently, we evaluated the dependence between Xa and Xi using the spheri-
cal correlation coefficient. Given a significance level of 1%, Table 4.4 shows that 
the shapes of all BAC triangles of Xa and Xi are independent of each other. 
However, TR3 of Xa and Xi in dataset 2 possesses a dependence for a significance 
level of 5%, which is interesting to point out.

As mentioned in Section 4.2.8 above, we have studied the effects of geometric 
normalization of cell nuclei using non-rigid image registration. Table 4.5 shows that 
the V-value of the uniformity test (see Section 4.2.2) decreased significantly after 
normalization (except for Xa of dataset 2). The results indicate that the structures 
after normalization exhibit a higher variation and that the effect is not negligible.

We have also prepared 3D visualizations of the result after 3D point-based rigid 
registration (see Section 4.2.4). The visualization allows a qualitative assessment 
concerning the randomness of the investigated real datasets. The registration yielded 
different clusters as shown in Fig.  4.4, where the red (BAC5) (see Figs. 4.4a,b)  
and the dark blue (BAC1) (see Figs. 4.4c,d) cluster are the “free” BACs with 
respect to the reference system established by the other three fixed BACs.  

Table 4.3  Parameters of the Fisher distribution for dataset 1.  xm , ym ,  zm are the three 
components of the mean direction m̂ , where ˆ 1= m . k̂ denotes the estimated concentra-
tion parameter of the Fisher distribution, whereas ˆ| |l represents the absolute value of the 
estimated concentration parameter of the complex Bingham distribution. The uniformity 
test for the BAC-triangles is Giné’s F

n
 test with a significance level of 1%, F

n, 0. 01
 = 3. 633 

(The threshold for a significance level of 5% is F
n, 0. 05

 = 2. 748)

Dataset 1

Xa Xi

TR1   TR2   TR3   TR4   TR1   TR2   TR3 TR4



xm 0.79 0.51 0.27 –0.09 –0.06 0.38 0.04 0.17

m y 0.07 –0.20 –0.51 0.38 0.08 –0.27 –0.68 0.44



zm 0.61 0.83 0.82 0.92 0.99 0.88 0.73 0.88

k̂ 3.20 2.87 3.78 3.53 2.50 2.88 3.27 3.18

ˆ| |l 7.84 6.26 9.06 9.54 5.24 6.25 7.47 7.17

Test value 3.12 3.67 7.26 5.05 1.16 4.24 7.46 4.19
Null-hypothesis NR   R   R   R   NR   R   R R

Null-hypothesis: The shape distribution is uniform. R: Null-hypothesis rejected,  
NR: Null-hypothesis not rejected.
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Fig. 4.4  Results of point-based registration using three overlapping BACs, z-projections (BAC1, 
dark blue; BAC2, green; BAC3, cyan; BAC4, yellow; BAC5, red) (a) Xa of dataset 1; (b) Xi of 
dataset 1; (c) Xa of dataset 2; (d) Xi of dataset 2; (g) result for random dataset; (h) result for 
stable dataset. Note that for dataset 1 the genomic sequence of the BACs is visualized by the 
colors green, cyan, yellow, and red. For dataset 2 the genomic sequence is dark blue, green, cyan, 
and yellow

Table  4.5  Uniformity test for four BACs (see Section 4.2.2) 
before and after normalization by non-rigid registration

Dataset 1 Dataset 2

Xa Xi Xa Xi

V before 
normalization

32.58 38.51 48.10 56.97

V after normalization 21.31 25.98 46.02 44.17

Table 4.4  Correlation coefficient (CC) and independence test between Xa and Xi for a significant 
level of 1%, the corresponding threshold value is 2

9,0.01 21.66χ = . Hence, there exists no evidence 
for a dependency. However, if the significance level is set to 5%, i.e. 2

9,0.05 16.92χ = , then Xa and 
Xi of TR3 of dataset 2 exhibit a weak dependency

Dataset 1 Dataset 2

TR1 TR2 TR3 TR4 TR1 TR2 TR3 TR4

CC 0.15 0.31 0.14 0.32 0.39 0.34 0.50 0.18
Test value 4.89 10.12 4.60 10.45 14.79 12.99 19.18 7.04
Null-hypothesis NR NR NR NR NR NR NR NR

Null-hypothesis: Both datasets are independent of each other. R: Null-hypothesis rejected, 
NR: Null-hypothesis not rejected.
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The larger cubes and spheres visualize the mean positions of the clusters for data-
set 1 and 2, respectively. Furthermore, we have applied the same registration 
approach to both simulated datasets. Considering the result for the stable dataset 
(see Fig. 4.4h), we found that the structures for the real data differ significantly. On 
the other hand, for the simulated random dataset we obtained always the same mean 
structure as displayed in Fig. 4.4g, even though performing the simulation repeat-
edly. We found that the mean positions of the real data differ also remarkably from 
that of the random data, which indicates also that the real data does not possess a 
random structure.

In addition , we have reconstructed the 3D structure of five consecutive BACs by 
combining the 3D structure from four overlapping consecutive BACs. Figure 4.5 
shows the results after point-based registration (see Section 4.2.4). Here, the mean 
positions of the green, cyan, and yellow points serve as reference points building a 
common coordinate system. Based on this coordinate system, dataset 2 was aligned 
to dataset 1, and we were therefore able to study both positions of the red and dark 
blue points in relation to the other three reference points. In Fig. 4.5 (top left) the 
two datasets were overlaid with each other. Finally, in order to obtain a mean struc-
ture, the two registered datasets were merged (see Fig. 4.5 bottom). The result for 
Xi is similar to that of Xa, therefore a visualization has not been displayed. Finally, 

Fig. 4.5  3D Reconstruction of mean positions of five BACs by fixing three of them (here for Xa). 
Top left: Mean positions of four BACs of dataset 1. Top right: Mean positions of four BACs of 
dataset 2. Bottom left: Result after point-based registration by fixing 3 BACs (cyan, yellow and 
green). Bottom right: Same as bottom left but both datasets are merged. Note, that only mean posi-
tions have been displayed. For dataset 1 the genomic sequence of the BACs is green, cyan, yellow, 
and red. For dataset 2 the genomic sequence of the BACs is dark blue, green, cyan, and yellow
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to visualize the effect of spatial normalization of cell nuclei we overlaid the mean 
position of BACs before and after normalization (see Fig. 4.6).

4.4 � Discussion

We have systematically investigated the 3D structure formed by four consecutive 
overlapping BACs on the interphase X-chromosome. Our analysis is based on geo-
metrical morphometrics from statistical shape theory in conjunction with rigid as 
well as non-rigid registration methods. In contrast to previous work, where the 3D 
chromatin structure was analyzed indirectly (e.g., based on distances between 
genomic regions) we here directly exploit the 3D coordinates of genomic regions 
to determine the higher-level structure of chromatin fiber. To analyze the shapes 
formed by four consecutive genomic regions we have used a uniformity test. Then, 
a series of evaluations based on the Fisher distribution have been performed to 

Fig. 4.6  Top left: Superposition of the four Xa BACs of dataset 1 before (sphere) and after (cube) 
normalization; Top right: Same as top left but for Xi BACs of dataset 1; Bottom left: Same as top 
left but for Xa BACs of dataset 2; Bottom right: Same as top left but for Xi BACs of dataset 2
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study the shape of BAC-triangles formed by each three of the four BACs. Finally, 
we have analyzed the structure of five consecutive BACs resulting from two sets of 
four consecutive BACs.

Our findings can be summarized as follows. First, the goodness-of-fit test for 
the Fisher distribution provides evidence that most of the BAC-triangles follow a 
Fisher distribution. Second, the estimated concentration parameters of this distri-
bution model show that the shape variations of the BAC-triangles are relatively 
high. Third, using the two-sample test, we have examined the similarity between 
the BAC-triangles of Xa- and Xi-chromosomes in terms of concentration param-
eters. It turned out that the first dataset has similar concentration parameters for 
Xa and Xi, whereas the second dataset exhibits some differences. Fourth, we have 
evaluated the spherical correlation coefficient of the BAC-triangles for Xa and Xi 
to assess their statistical dependence. It turned out, that the BAC-triangles of Xi 
and Xa are statistically independent except for one case in the second dataset. 
Moreover, we have used point-based registration to reconstruct and visualize the 
average spatial 3D shape of five consecutive BACs. With regard to the simulated 
random data, the visualization provides qualitative evidence that the shapes of the 
investigated data are not random. Finally, we have used non-rigid image registra-
tion to spatially normalize the shape of cell nuclei with respect to a mean ellip-
soid (representing the mean shape of the cell nuclei). Comparing the results 
before and after normalization, it turned out that we obtain a significant effect 
with respect to the location of genomic regions which suggests that such type of 
shape normalization should be generally used for accurately analyzing nuclear 
organization.

In conclusion, statistical shape theory in conjunction with registration methods 
as proposed here provides a sound framework to support research on the 3D struc-
ture of chromosomes. The described approaches can also be applied in related 
studies on nuclear architecture .
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Abstract  The nucleus is a highly organised organelle that contains structural 
elements which interact and control the genome. A few studies have started to 
undercover a role for actin and myosin isoforms, found in the nucleus, as nuclear 
motors that actively move individual gene loci, clusters of genes and whole chromo-
somes within the nucleoplasm. This chapter reviews these few studies, discusses 
the presence of proteins potentially part of acto-myosin nuclear motors and asks 
where these studies should aim to head in the future.

Keywords  Myosin • Actin • G-actin • F-actin • b-actin • Myosin 1 • Nuclear  
myosin 1b • MYO1C • Nuclear motors • Molecular motors • Actin-related proteins 
• Arps • Gene re-positioning • Chromosome territories • Emerin • Lamin A • Arp6 
• Cajal body • Mlp1

5.1 � Molecular Motors

Although, the cell nucleus contains structural elements that bind and anchor other 
structures there is evidence and need for of rapid movement of entities within the 
nucleoplasm. Indeed, genes, clusters of genes and even whole chromosomes relocate 
within nuclei and can travel long distances in quite small amounts of time. How this 
rapid movement of chromatin is elicited is still being discussed but in the last few 
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years there is a building body of evidence pointing towards a molecular motor activity 
that actively engages with chromatin and translocates it across nuclei.

These molecular motors may well be similar to those found in the cell cytoplasm. 
The cytoplasmic motors are well-researched, documented and are stable curricula in 
cell biology text books and teaching. Molecular motors can be built from a wide 
range of myosin isoforms (see Myosins, a superfamily of molecular motors edited 
by Lynne M. Coluccio for Springer, Dordrecht; for an extensive overview of myosin 
nomenclature, structure and function). Myosins are actin-activated motor molecules 
that use energy from ATP hydrolysis to generate force and move along actin fila-
ments (Pollard et al. 1973; Pollard and Korn 1973) to instigate various cytoplasmic 
processes such as cell crawling, cytokinesis, phagocytosis, growth cone extension, 
maintenance of cell shape, organelle/particle trafficking (Berg et al. 2001), signal 
transduction (Bahler 2000), establishment of polarity (Yin et  al. 2000) and actin 
polymerisation (Evangelista et al. 2000; Lechler et al. 2000; Lee et al. 2000).

The myosins interact with actin in various forms of polymerisation to perform 
motor activities for a wide variety of active processes. Molecular motors often work 
in concert with microtubules or microfilaments to act as work-horses in the cell 
creating movement – of entities within cells, the cell itself and whole tissues such 
as in skeletal muscle. Force is required to perform movement within the cell 
nucleus. The movement of myosin over actin filaments generates force within the 
cytoplasm which facilitates muscle contraction (Sellers 2000). Thus, with the pres-
ence of both actin and myosin isoforms within the cell nucleus, it is highly likely 
that these two proteins interact in the intra-nuclear environment and thus may be 
involved in movement of various nuclear entities around the nucleoplasm. There is 
however, very little evidence of interaction between these two proteins within 
nuclei and this is partly because the nuclear isoform of myosin 1C is an unconven-
tional myosin (Fig. 5.1) that does not form filaments (Mermall et al. 1998) as well 
as the filamentous forms of nuclear actin being different as compared to the cyto-
plasmic actin filaments (McDonald et al. 2006) and hard to visualise. It has been 
proposed by different scientists over the years that these two proteins will act in 

Fig. 5.1  Basic protein structure of myosin 1 in cartoon form. Myosin 1 contains only one globular 
head which contains a nucleotide binding site and an actin binding site. The next region is the neck 
or the light-chain-binding domain which is alpha-helical. The tail region is at the C-terminus and 
has three regions, termed TH1, TH2 and TH3. The function of TH1 is to elicit phospholipid or 
membrane binding; TH2 contains another actin binding site and TH3 has a domain that is involved 
in signal transduction, actin dynamics and membrane trafficking
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concert to form what are called as nuclear motors (de Lanerolle et  al. 2005; 
Hofmann et al. 2006a). Like cytoplasmic motors that facilitate muscle contraction, 
these nuclear motors may be involved in movement of various nuclear structures 
throughout the nucleoplasm (Hofmann et al. 2006a). It is as yet unclear whether 
these proteins are part of the nuclear scaffolding i.e. the nuclear matrix/nucleoskeleton 
or just interact with it.

There are a lot of articles entering into the literature presently identifying motor 
proteins as being involved in many nuclear processes – we will cover these in less 
detail since they are discussed at length in a number of modern and extremely good 
reviews (Castano et  al. 2010; Dion et  al. 2010). However, we will attempt to 
cover a role for nuclear motors in the nucleus in long range chromosomal and 
sub-chromosomal movement in interphase nuclei.

5.2 � The Dynamic Nucleus

The coordination of nuclear processes such as regulation of gene transcription, chro-
matin remodelling, genome re-organisation, processing of RNA and DNA replication 
and repair is regulated in a well organised and functionally structured nucleus. For 
many of these active processes basic research is uncovering the functional necessity 
for some kind of motor protein and so these are exciting times for nuclear biologists 
in revealing yet another level of dynamic architecture in molecular motors that is 
involved in the orchestration of genome behaviour. For example, genomic move-
ments have been observed whereby clusters of genes come away from whole chromo-
some territories on loops (Branco and Pombo 2006; Osborne et al. 2007) associating 
with other nuclear structures such as transcription factories and nuclear bodies 
(Dundr et al. 2007); larger chromosomal regions have been seen to move long dis-
tances across a nucleus (Chuang et al. 2006) and even whole individual chromosomes 
(Mehta 2005; Mehta et al. 2008; Hu et al. 2008; Mehta et al. 2010) These movements 
are directed and rapid and do not give the impression that they are either passive or 
random in their nuclear destination. This conclusion leads to one hypothesis – that 
there is motor machinery within the nucleus that is energy-driven and targets reposi-
tioning of nuclear entities and leads us and many others before us to ask the question 
“Are there motors within the nucleoplasm, that work in similar ways to the motors 
that operate in the cytoplasm.” It is a very obvious leap to make that a cell that has 
evolved a method, via specific proteins, for moving itself and structures around in the 
cytoplasm to use a similar method in the cell nucleus. But even the presence of motor 
proteins in the nucleus has been notoriously difficult to prove, which makes it even 
harder to experimentally determine the functional mechanism of nuclear motor activity 
and the involvement of such proteins in different nuclear processes. The types of 
protein that would be involved in nuclear motors are the myosins and isoforms of 
actin. This chapter will review the evidence for motor presence and activity in cell 
nuclei and discuss the different methodologies and technologies that have and can be 
used to elucidate further this elusive functional mechanism.
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5.3 � Acto: Myosin Molecular Motors in Nuclei

Over the years many sceptics have disregarded the presence as cytoplasmic 
contamination either in the biochemical preparations or by cytoplasmic presence in 
the nucleus via channels and invaginations of the nuclear envelope. With the devel-
opment of better antibodies against nuclear specific isoforms of myosin and actin, 
better imaging facilities and system biology approaches to analysing the genome it 
is now less hard to defend the presence of nuclear motor proteins.

5.3.1 � Nuclear Actin and Actin-Related Proteins

The presence of actin in the nucleus was first suggested as early as 1969 when Lane 
first observed fibrillar bundles in oocytes treated with actinomycin (Lane 1969). 
This study was followed by many other studies where actin filaments were isolated 
from nuclei of different cell types from different organisms (Clark and Rosenbaum 
1979; Nakayasu and Ueda 1983; Jockusch et al. 1974). Studies by Clark et al. then 
reaffirmed the presence of actin in the nucleus by careful hand isolation of nuclei 
from Xenopus oocytes so as to avoid any contamination with cytoplasmic proteins 
(Clark and Rosenbaum 1979; Clark and Merriam 1977). Early studies from the 
Rosenbaum and Ueda groups also demonstrated the functional relevance of nuclear 
actin in maintenance of the nuclear envelope via its attachment to the nuclear 
matrix (de Lanerolle et al. 2005; Clark and Rosenbaum 1979; Nakayasu and Ueda 
1983). Following this, a study performed on HeLa cells suggested that nuclear actin 
may act as a transcription factor for RNA polymerase B and thus may be involved 
in the process of transcription (Egly et al. 1984). Direct evidence that proved this 
hypothesis was provided when inhibition of chromosome condensation (Rungger 
et al. 1979) and transcription (Scheer et al. 1984) was observed following microin-
jection of anti-actin antibodies into the nucleus. However, detection of nuclear actin 
in the nucleus was not well accepted and was thought to be just a contamination of 
cytoplasmic actin (Ankenbauer et al. 1989). These reasons were enough to disre-
gard all the early work on the presence of actin in the nucleus as just a result of 
unclean preparations. Yet, all efforts to convince the scientific community of the 
presence of nuclear actin failed as any attempts to detect actin in the nucleus by 
fluorescence staining using anti-actin antibodies or actin binding compounds failed. 
Also, early attempts to detect the most common actin binding partner, myosin in 
the nucleus were also not fruitful (de Lanerolle et al. 2005).

This point of view regarding the presence of actin has changed radically in last 
few years with many more studies linking actin to various nuclear functions. The 
first study that gave convincing evidence of actin’s involvement in nuclear processes 
showed the association of b-actin with chromatin modeling complexes like BAF in 
activated T-lymphocytes (Zhao et al. 1998). The first evidence of other forms of 
actin present in the nucleus came from a FRAP assay revealing that actin is present 
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as a dynamic mixture of monomeric, oligomeric and polymeric fibres in the cell 
nucleus (McDonald et  al. 2006). Moreover, the actin polymers observed in the 
nucleus were very different to those found in the cytoplasm and are also much more 
dynamic in nature (McDonald et al. 2006). The dynamic nature of the actin in the 
nucleus was further supported by fluorescence staining of actin in the nucleus 
whereby studies in two labs using anti-actin antibodies, i.e. 2G2 and 1C7 displayed 
different patterns of actin staining in the nucleus and suggesting the presence of 
both G- and F-actin within nuclei of cells (Gonsior et  al. 1999; Schoenenberger 
et al. 2005). A few studies have indicated that actin is part of the nuclear matrix/
nucleoskeleton of cells (Wang et al. 2006; Cruz et al. 2009). However, none of these 
studies have revealed an actin network such that was seen in Xenopus oocytes 
(Fig. 5.2) (Clark and Rosenbaum 1979; Hofmann et al. 2001; Kiseleva et al. 2004) 
and was very prominent when F-actin export was not blocked (Bohnsack et  al. 
2006). The network is sponge-like and throughout the entire nucleoplasm and is 
critical for nuclear stability. It is as yet not clear if actin networks are present in 
somatic nuclei but there are certainly discussion about different types of actin 
isoforms in the nucleus (Jockusch et al. 2006) and not just G (monomeric) and 
F actin (filamentous). Indeed b-actin is also a candidate for dynamic activities in 
the nucleus, since employing a b-actin dominant negative mutant in cells specific 

Fig. 5.2  Actin filaments are 
revealed in a Xenopus oocyte 
using scanning electron 
microscopy. They are delin-
eated in pink and are shown 
subjacent to the inner nuclear 
envelope in grey. Cajal bod-
ies in blue can be observed 
sitting on the actin filaments. 
This image was kindly pro-
vided by Dr. Elena Kiseleva, 
Ruissian Academy of 
Sciences
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genes did not translocate to Cajal bodies (Dundr et al. 2007). T-actin is a twisted 
form of actin filament that may well be present in nuclei and not detectable with 
phalloidin (Castano et al. 2010; Egelman 2003). Indeed Cajal bodies themselves are 
co-localised with actin (Gedge et al. 2005) and an acto-myosin activity is required 
to move PML around nuclei (Muratani et al. 2002).

In this century, there was a sudden surge of reports implicating actin in 
various nuclear functions including chromatin remodelling (Olave et  al. 2002; 
Pederson 2000), transcription by RNA polymerases (Zhang et al. 2002; Hofmann 
et  al. 2004; Philimonenko et  al. 2004; Hu et  al. 2004; Kukalev et  al. 2005), 
nuclear transport of RNA (Hofmann et al. 2001; Percipalle et al. 2002; Percipalle 
et al. 2001; Kimura et al. 2000), controlling the entry of the cells into mitosis 
(Lee and Song 2007), partitioning of active nuclear components within the 
nucleoplasm (Andrin and Hendzel 2004) and chromosome decondensation 
(Gieni and Hendzel 2008). In addition to this, the actin cytoskeleton is also 
thought to provide a physical bridge between the cytoplasm and the nucleus via 
its interactions with various INM and ONM proteins such as nuclear lamins and 
nesprins; and thus might be involved in transmitting mechanical signals from the 
extracellular matrix to the nucleus (Gieni and Hendzel 2009). Further a protein 
of the inner nuclear envelope emerin have been shown to have direct interactions 
with F-actin (Holaska et al. 2004) and nuclear myosin 1b and they are both in a 
complex that in addition contains A- and B-type lamins and SUN2, which are 
proteins involved in nuclear architecture (Holaska and Wilson 2007).

In addition to actin there are a plethora of actin-related proteins (Arps) in nuclei that 
are involved in various remodelling and alteration of chromatin structure but there is 
now discussion that specific Arps are also involved with chromosome territory structure 
(Lee et  al. 2007) and in repositioning of active chromatin loops to nuclear pore 
complexes in budding yeast via a myosin-like protein (Dion et  al. 2010). Arps are 
similar to actin with respect to sequence and they display an ATP-binding pocket similar 
to actin (Castano et al. 2010). Since it also known that actin has a binding affinity for 
emerin (Holaska and Wilson 2007) and lamin A (Holaska and Wilson 2007; Sasseville 
and Langelier 1998) it is possible to imagine an actin network functionally interacting 
with the nuclear periphery (Holaska and Wilson 2007) or deep within the nucleoplasm 
if lamin A and even emerin are part of a nucleoskeleton (Mehta et al. 2008). Indeed, 
Hozak and colleagues reveal by immuno-EM that actin is found throughout the nucleo-
plasm but in localised regions (Dingova et al. 2009).

5.3.2 � Nuclear Myosins

Although first identified as cytoplasmic proteins, the presence of myosin isoforms 
in nuclei of cells has also been discussed over the last 25 years. In 1986, Hagen 
et  al. demonstrated the presence of a nuclear protein that cross-reacted with a 
monoclonal antibody to Acanthaamoeba castellanii myosin 1 (Hagen et al. 1986). 
Following this study, a myosin II heavy chain like protein was also found near 
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nuclear pore complexes inside the nucleus in Drosophila melanogaster (Berrios 
et al. 1991). Nevertheless, this early work demonstrating the presence of myosin 
isoforms in the nucleus, like nuclear actin, was met by scepticism and doubt owing 
to a belief that presence of myosin in the nucleus was also due to contamination by 
cytoplasmic myosins (Pederson and Aebi 2002; Nowak et  al. 1997). Technical 
advances leading to the identification of various different isoforms of myosin in the 
nucleus in recent years has changed this point of view dramatically. Two studies 
from de Lanerolle’s group have revealed the presence of nuclear isoform of a myo-
sin 1 (nuclear myosin 1b; NMIb) in the nucleus which was very similar to myosin 
1C found in the cytoplasm (Nowak et al. 1997; Pestic-Dragovich et al. 2000) and 
is conserved in vertebrates (Kahle et al. 2007). Myosin VI (Vreugde et al. 2006) has 
also been found in the nucleus and appears to be involved in DNA damage response 
via p53 signalling (Jung et al. 2006). Myosin 16b on the otherhand appears to be 
involved in DNA replication (Cameron et al. 2007) but it is not clear yet if this is 
in a direct way or through structural interactions with replication machinery 
(Castano et  al. 2010). Myosin Va (Pranchevicius et  al. 2008) and Myosin Vb 
(Lindsay and McCaffrey 2009a) are both found in the nucleus, specifically in 
nucleoli with myosin Va also being localised in nuclear speckles. These findings 
have increased interest in understanding nuclear myosin’s involvement in processes 
such as transcription, chromatin remodelling and the movement of chromatin 
around nuclei (Hofmann et al. 2006a).

5.3.2.1 � Nuclear Myosin 1b (NMIb)

The gene MYO1C present on human chromosome 17p13, encodes three myosin 
isoforms including myosin 1C a, b and c. Out of the three isoforms, myosin 1C 
isoform b, also known as myosin 1b is the shortest isoform, has a unique N-terminal 
domain as compared to the other isoforms is 120 kDa, is evolutionarily conserved in 
vertebrates (Kahle et al. 2007) but is probably present in simpler invertebrate organ-
isms (Hofmann et al. 2009) and is nuclear (Nowak et al. 1997). Nuclear myosin 1b 
(NM1b) is usually found as monomers within the cell nucleus (Roberts et al. 2004). 
At least four different sub-classes of myosin I have been identified, all of which, 
including NMIb consists of a globular head and a single heavy chain (Gillespie et al. 
2001) and possess the signature properties of a myosin 1 molecule including affinity 
for actin binding and K+-EDTA ATPase activity (Nowak et al. 1997).

Distinguishing it from the cytoplasmic myosin 1 (CMI) molecule, NMIb mole-
cule has a unique 16-residue amino acid extension on its N-terminal end. These 
extra amino acid residues do not have a homology to nuclear localization sequence 
but cleaving this extension off the nuclear myosin 1 isoform (NMI) results in reten-
tion in the cytoplasm, thus signifying the importance of this extension for nuclear 
entry and retention of NM1 (Pestic-Dragovich et al. 2000).

NMIb, when first observed by Nowak et al. was found to be evenly distributed 
in the nuclei throughout the nucleoplasm and was also observed to co-localise with 
nucleolar structures (Nowak et al. 1997) which was suggestive of possible involvement 
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of this protein in transcribing ribosomal genes. Indeed, in a study performed by de 
Lanerolle’s group, association of NMIb with RNA polymerase I was identified in 
both in vivo and in vitro systems (Philimonenko et al. 2004). Further, this study 
demonstrated that inhibition of NMIb using RNA interference technique led to 
production of pre-rRNA in HeLa cells, while over-expression of this protein 
increased the pre-rRNA production in a dose-dependent manner (Philimonenko 
et  al. 2004). In addition to this, the in  vitro studies demonstrated that NMI was 
essential for the maximum activity of RNA polymerase I (Philimonenko et  al. 
2004). Interactions between NMI and RNA polymerase II by co-precipitation 
assays have also been identified (Pestic-Dragovich et al. 2000). In vivo and in vitro 
studies demonstrated that blocking NMI inhibits RNA polymerase II transcription 
(Pestic-Dragovich et al. 2000; Hofmann et al. 2006b). Further, by using an abortive 
transcription assay and a detailed analysis of different steps in early transcription, 
NMI was shown to be involved in formation of the first phosphodiester bond in 
RNA polymerase II mediated transcription (Hofmann et  al. 2006b). Thus, the 
involvement of NMI in transcription by RNA polymerases I, II and III has been 
illustrated (Hu et al. 2008; Philimonenko et al. 2004; Pestic-Dragovich et al. 2000; 
Vreugde et  al. 2006; Lindsay and McCaffrey 2009b; Fomproix and Percipalle 
2004; Grummt 2003; Cavellan et al. 2006). Mass spectrometry and immunoprecipi-
tation studies have allowed identification of interactions between NMI and WSTF-
SNF2h components of chromatin remodelling complex B-WICH (Cavellan et al. 
2006; Percipalle and Farrants 2006; Percipalle et al. 2006), suggesting a probable 
role of NMI in recruiting these chromatin remodelling complexes to rDNA.

5.3.2.2 � Distribution of NM1b

Previous studies employing immunoelectron microscopy (Nowak et al. 1997) and 
indirect immunofluroescence (Fomproix and Percipalle 2004) have demonstrated 
the presence of NMIb within dense fibrillar compartment and granular compart-
ment of the nucleolus, where it has been shown to interact with RNA polymerase I 
(Philimonenko et al. 2004; Fomproix and Percipalle 2004; Percipalle et al. 2006; 
Kysela et al. 2005) and thus influences transcription (Philimonenko et al. 2004) In 
addition to this, NMIb has also been documented to be located within regions con-
densed and decondensed chromatin and it also colocalises with transcription sites 
(Kysela et al. 2005). In control proliferating HDFs, NMIb is indeed localised in the 
nucleolus. By performing dual staining experiments with pKi-67 which is known 
to localise in the DFC domain of the nucleoli, the presence of NMIb within this 
nucelolar domain has also been confirmed. Whether or not NMIb colocalise or 
interact with nucleolar proteins such as nucleolin or Ki-67 present in the same 
nucleolar domain still remains to be explored. In addition to the nucleolar distribu-
tion, NMIb is also distributed at the nuclear rim by the nuclear envelope in 
proliferating HDFs as well as foci throughout the nucleoplasm. The functional 
relevance of presence of NMIb at these nuclear sites still remains unclear, but 
hypotheses suggesting interaction between nuclear envelope protein, namely emerin 
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and lamin A, and NMIb has been put forward (Mehta et  al. 2008; Holaska and 
Wilson 2007). NMIb has been implicated in nucleocytoplasmic transport, hence it 
is a possibility that NMIb may interact with components of nuclear pore complexes 
(Obrdlik et al. 2010) or with other INM and ONM proteins such as SUN domain 
proteins, nesprins, some of which have an affinity towards cytoplasmic myosins 
(Zhang et al. 2005). NMIb, being a part of WICH (WSTF-SNF2h complex), and 
being involved in movement of chromatin regions (Dundr et al. 2007; Chuang et al. 
2006) and whole chromosomes (Hu et  al. 2008; Mehta et  al. 2010) across the 
nucleus, the nucleoplasmic pool of NMIb may be facilitating chromatin remodel-
ling and intranuclear chromosomal repositioning (Fig. 5.3). NMIb colocalises with 
nuclear actin in plant cell nuclei and is present in the nucleolus, with putative tran-
scription foci and in an intranuclear network (Cruz et al. 2009).

The distribution of NM1b in nuclei is the distribution seen in proliferating since 
there are changes to the distribution in non-proliferating cells (Mehta et al. 2010; 
Kysela et al. 2005). The relevance this has to NM1b driven processes in non-pro-
liferating cells is not yet clear (Fig. 5.4).

In lamin A mutant cell lines derived from Hutchinson-Gilford Progeria Syndrome 
patients, NMIb is predominantly distributed in nucleoplasmic aggregates as observed 
in non-proliferating control cells. In these cells the mutant form of lamin A remains 
abnormally farnesylated. Treatment of these cells with farnesyl transferase inhibitors 
(FTI) restores NMIb to the nuclear rim, nucleoplasm and nucleolus in a proliferating 
subset of cells. Thus lamin A is vital for organisation and maintenance of NMIb 
within proliferating cell nucleus and the presence of farnesylated forms of lamin A 
interferes with distribution of NMIb. The interaction of lamin A and NM1b may 
well be through a mutual binding partner emerin. Whether or not transcription is 

Fig.  5.3  The nuclear distribution of anti-nuclear myosin 1b in proliferating primary human 
dermal fibroblasts. Panels (a, e) display the anti-NM1b staining employing a commercial antibody 
(Mehta et  al. 2010). The distribution is nucleolar, as determined by anti-pKi67 staining (b, f) 
which not only reveals nucleoli but also acts as a proliferation marker; at the periphery of the 
nucleus and throughout the nucleoplasm as homogenous/punctuate staining. Scale bar = 5 mm
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directly affected in HGPS cells due to disorganised NMIb is unknown but active 
chromosome movement is restored in HGPS cells after FTI treatment (Mehta IS, 
Kill IR and Bridger JM manuscript in submission).

5.4 � Nuclear Motor Protein Involvement in Long Range 
Movement of Chromatin

Although chromosomes within a cell nucleus are mostly constrained (Chubb et al. 
2002; Sullivan and Shelby 1999; Weipoltshammer et al. 1999), fixed or anchored 
by the nuclear structural elements of the nucleus (Foster and Bridger 2005), there 
are instances when individual gene loci, chromosomal sub-regions or whole chromo-
somes move to new compartments of the nucleus. Most often this is in response to 
an external stimulus and is related to gene activation or silencing. The acceptance 
of this is fairly recent but was already apparent in the early part of this decade with 
respect to gene clusters coming away from whole chromosome territories as in the 
MHC complex on chromosome 6 (Volpi et al. 2000) whole individual chromosomes 

Fig. 5.4  The nuclear distribution of anti-nuclear myosin 1b in non-proliferating primary human 
dermal fibroblasts. In non-proliferating fibroblasts, as selected by the absence of pKi-67 staining 
in a dual colour indirect immunofluorescence, the nuclear distribution of anti-NM1b is altered 
with large aggregates towards the centre of the nucleus and a loss of the nucleolar and nuclear 
envelope staining. Scale bar = 5 mm
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relocating within interphase nuclei upon serum removal or cells becoming senescent 
(Bridger et al. 2000), repositioning of genes in lymphocytes (Brown et al. 1999) 
and various regions of the genome being relocated during the cell cycle and 
after irradiation (Skalnikova et al. 2000). With the recognition that chromatin 
did indeed change locations, and for the MHC complex it was found to be rapid 
(~15 min) (Volpi et al. 2000), it took a while for the connection between the nuclear 
motor proteins presence in the nucleus and chromosome/gene movement to be 
validated.

5.4.1 � Activated Gene Loci Movement in Real Time

Belmont and colleagues were able to analyse chromatin movements in real-time by 
creating regions of the genome that had incorporated a vector containing the lac 
operator. The cells also contain exogenous lac repressor protein engineered to not 
only contain a nuclear localisation signal (NLS) but also be fused to green fluores-
cent protein. Thus chromosomes can be tagged by the lac operator system and 
visualised in live cells through GFP-lac repressor (Belmont 2001) and references 
therein. When a response sequence as in the VP16 acidic activation domain was 
tethered to a single chromosomal site of lac operator elements transcriptional 
activation of this site the movement of the site from the nuclear periphery to the 
nuclear interior became permanent (Tumbar and Belmont 2001) (Fig.  5.5). The 
development of these impressive in  vivo visualisation methodologies combined 
with two-photon excitation microscopy and understanding of biophysics (Levi 
et al. 2005), allowed Belmont and colleagues to ask questions of this directional 
movement and whether motor proteins were involved. Their paper in 2006 is really 
the first real milestone in interrogating chromosomal movements via active directed 
motor complex (Chuang et al. 2006). The authors adapted their GFP tagged chro-
mosome system so that the addition of rapamycin to induce the VP16 acidic activa-
tion domain which resulted in the translocation of the chromosomal site to the 
nuclear interior, it did not matter whether the targeted synthetic peptide induced 
transcription or not, the site still relocated. Some of the GFP spots moved almost 
3 mm over a 2 h time period but what was most interesting was the short bursts of 
very rapid and directed movement, where the movement was more like 1 mm/min. 
Indeed, the spots seemed to always follow curvilinear trajectories. Using an anti-
body against NM1b Belmont and colleagues found a focus of NM1b colocalising 
with the tagged chromosomal region. After transfection of a dominant negative 
mutant NM1b the repositioning of the rapamycin/VP16 locus was delayed. Locus 
repositioning was totally blocked with the addition of 2–3Butane-dionemonoxime 
(BDM) to the medium, which affects actin dynamics. This result was corroborated 
by the transfection of an actin mutant unable to polymerise, but with another actin 
mutant that permitted the stabilisation of F-actin the spot was able to relocalise. 
Thus, this pioneering work implicates NM1b in concert with polymerised actin 
i.e. F-actin in long range chromatin movements. Chuang and Belmont also make 
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the very pertinent point that since there could be active directed movement it does 
not preclude non-active diffusional movement (Chuang and Belmont 2007).

The nuclear positioning of ETO of AML 1 genes, that are often involved in 
translocation in acute myeloid leukaemia, is not proximal in human fibroblasts 
(Rubtsov et al. 2008). However when the cells are treated with etoposide, a cancer 
therapy, the two genes are much closer together. This repositioning is inhibited 
when the drug BDM is also used, again revealing motor activity associated with 
gene loci movement.

5.4.2 � Exogenous Plasmid Intranuclear Movements  
Use the Host Cells’ Nuclear Actin

In another set of experiments exogenous sequences have been used to study 
chromatin/DNA dynamics of liposomally-introduced plasmids (Ondrej et al. 2007; 
Ondrej et al. 2008a; Ondrej et al. 2008b). Using MCF7 cells the authors transfected 
into cells plasmids that were fluorescently tagged alongside a vector with a fusion 
gene for actin-Lumio. These clever transfections allowed the authors to visualise 
both the plasmid DNA and the actin network within cells at different fluorescent 
wavelengths in real-time. The fluorescent actin was found both in the cytoplasm but 
mainly in the nucleoplasm as large aggregates and more punctuate distributions, 
giving an impression of a comprehensive network that cannot be observed with 

Fig. 5.5  Is a cartoon depiction of the results from the Chuang and Belmont study whereby they 
introduced arrays of the lac operator sequences into Chinese hamster ovary cells (CHO). The 
arrays are visualised in real-time studies by the association of GFP-lac repressor fusion protein 
with the lacO sequences. The arrays also contain a VP16 acidic activation domain so that gene 
expression can be activated. When this happens the fluorescently tagged arrays move into the 
nuclear interior, as depicted by the black arrows. This movement is not seen when the drugs that 
inhibit actin and myosin polymerisation are used or dominant negative mutant myosin or actin are 
expressed in the cells. The movement of the arrays can be very rapid at times implying active 
movement and they have a curvilinear trajectory implying the relocation is directed (Chuang and 
Belmont 2007)
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antibody staining alone. When the fluorescently labelled plasmid DNA was also 
visualised in live cells they were found to associate with the actin at the nuclear 
periphery and in the aggregates throughout the nuclei. Double strand breaks (DSB) 
were induced by gamma-irradiation and visualised through H2AX staining after 
fixation. Interestingly the number of actin aggregates had increased and labelled 
plasmids had coalesced at the DSB. This implies that the plasmid DNA has 
travelled through the nucleoplasm and found the DSB. The authors then employed 
actin polymerisation inhibitor latrunculin B prior to irradiation and showed that the 
fraction of plasmids colocalised to DSBs was significantly decreased. These studies 
imply that movement of loci to repair factories requires an actin-based motor.

5.4.3 � Rapid Repositioning of Whole Chromosome Territories

In the afore-mentioned review Chuang and Belmont (Chuang and Belmont 2007) 
discuss the repositioning of whole individual chromosome territories in cells that 
do not go through mitosis and a subsequent breakdown and re-association of 
chromosomal regions with nuclear structural elements. Thus, there are mechanisms 
in place that permit a non-random repositioning of whole chromosomes seen early 
on in the field’s history in neuronal cells of the X chromosome (Barr and Bertram 
1951; Borden and Manuelidis 1988).

Our interest in chromosome repositioning mechanisms was initiated with the 
observation that gene-poor chromosome 18, normally at the nuclear periphery in 
proliferating primary fibroblasts (Bridger et al. 2000; Croft et al. 1999; Meaburn 
et al. 2008) was located in the nuclear interior, associated with nucleoli, in cells that 
had been induced into quiescence by 7 days serum starvation or had become senes-
cent in culture after serial passage for a number of months (Bridger et al. 2000). 
Later we also found other gene-poor chromosomes, such as chromosome 13 also 
relocated to the nuclear interior from the nuclear periphery when cells became 
senescent (Meaburn et al. 2007). Interestingly we never found any X chromosome 
repositioning from the nuclear periphery in any of our studies. It is not clear 
whether pre-senescent cells would relocate chromosome 18 with or without going 
through mitosis (Mehta et al. 2007) but it was possible to test this in the cells that 
had been placed in low serum. By analysing chromosome position shortly after 
serum removal from proliferating cultures we were able to see in “snap-shot” rapid 
repositioning of chromosomes 18 and 13 to the nuclear interior and chromosome 
10 heading in the opposite direction from an intermediate location to a peripheral 
one. Again chromosome X territories did not move from the nuclear periphery 
(Mehta et al. 2008; Mehta et al. 2010). This is exciting for two different reasons – it 
means that individual chromosomes take different paths, or no path at all, when 
cells change their proliferative status and as such there must be a reason that needs 
to “fathomed out” and that these whole chromosome movements are directional 
and actually very rapid (Fig. 5.6). Repositioning took less than 15 min after the 
serum had been removed from the cultures. We believe that this chromosomal 
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repositioning assay is going to be an important tool in understanding chromosome 
dynamics and it needs to be adapted for real-time studies similar to Belmont’s 
experiments. However, taking of 2D and 3D samples for fluorescence in situ 
hybridisation (FISH) (for methodologies see (Bridger JM 2010)) every few minutes 
does afford appreciation of dynamic movement. Establishing real-time studies will 
not be easy since the cells need to be serum responsive and we need to tag specific 
chromosomes. We are presently working on methodologies to do this in a sophisti-
cated way, i.e., Fluorescence in vivo Hybridisation (Wiegant JB et al. 2010).

When comparing rates of chromosome movement we have similar rates to 
Belmont since the chromosomes can move 10–15 mm in 15 min, but these studies are 
looking at an averaged position from over 100 chromosome territories. However, 
the rapidity of chromosome reposition was impressive and again pointed towards 
active, directional movement, especially since there were chromosomes headed in 
different directions concomitantly. Following in Belmont’s footsteps we used drugs 

Fig. 5.6  Is a cartoon depicting the relocation of chromosome territories in primary human dermal 
fibroblasts after the removal of serum from the culture (Mehta et al. 2010). The +sign indicates a 
chromosome territory in a cell that is in 10% serum, a – sign is the territory when the serum has 
been removed from the culture for more than 15 min. Within 15 min chromosomes 18 and 13 have 
moved from the nuclear periphery to the nuclear interior and are found associated with the 
nucleolus. This is because chromosome 13 always has a link with the nucleolus through its 
ribosomal repeats, as is depicted by the elongated region of the territory with the + sign. 
Chromosome 10 moves in the opposite direction to chromosomes 13 and 18 from an intermediate 
position to the nuclear periphery and chromosome X does not change its nuclear location at all. 
This rapid repositioning is inhibited when drugs interfering with actin or myosin polymerisation 
are used or NM1b expression is interfered with using siRNA construct. This data imply that whole 
chromosomes are moved rapidly via a nuclear motor complex
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that inhibited polymerisation of myosin (and actin) such as BDM, Jasplakinolide 
which halted the serum-responsive chromosome repositioning, which Latrunculin 
A also did. Interestingly, the inhibitor of actin polymerisation phalloidin oleate did 
not block the chromosome movement and serendipitously we had used it in such as 
way as it only affected cytoplasmic actin – thus adding credence to the hypothesis 
that whole chromosome movement is elicited by nuclear acto-myosin motor 
activity. We also used drugs, AG10 and ouabain to inhibit GTPase and ATPase 
activity, respectively – they also resulted in no chromosome relocation. Instead of 
transfecting dominant mutant actin or myosin genes we employed suppression of 
NM1 b expression using the MYO1C siRNA construct, transiently transfected – as 
used by (Philimonenko et al. 2004). This was so successful that >95% of fibroblasts 
no longer contained any discernable NM1b staining in the nucleus. We were not 
able to induce any shift in the chromosomes after this knock-down. We feel that 
these data are strong evidence for long range chromosomal movement being 
elicited by a motor complex similar to those seen in the cytoplasm for moving cargo. 
However, given that these proteins are also involved in chromatin modelling and 
modification – we need to look into whether this is the driving force behind individual 
chromosomes behaving differently to each other with respect to nuclear reposition.

5.4.4 � Active Chromosomal Movement Towards  
a Specific Nuclear Entity

Both the studies discussed above describe active directional chromosomal or sub-
chromosomal within nuclei but the destination and reason for the movement is not 
yet clear. However, other studies have demonstrated actin/myosin motor reliant 
movement of chromosomes and/or genes to specific nuclear structures/bodies. The 
first study is from the Matera laboratory and they have employed 4D imaging of 
U2 snRNA genes and their subsequent association with Cajal bodies correlated 
with their expression, although the actual reason for the colocalisation is not yet 
elucidated (Dundr et al. 2007). These authors worked in 4D and constructed cells 
that contained U2 snRNA arrays with the lac operator repeats as in Belmont’s 
study. The array could then be visualised via mCherry lac repressor. The cells were 
also transfected with a vector containing a Cajal bodies marker protein (coilin) 
fused to GFP. Both entities could then be followed in real-time in 3D in two 
different fluorescent colours. For photosensitivity reasons used a spinning disk 
confocal microscope. After induction of the U2 snRNA exogenous genes there 
were temporary collisions between the Cajal bodies and the gene arrays with tight 
and lasting colocalisation apparent after 6–7 h with the time just before the final 
more lasting collision revealing more active movement of the U2 genes towards 
the Cajal bodies, as calculated by a bespoke targeted component tracking analysis. 
The U2 arrays that were associated with Cajal bodies were expressing as revealed 
by RNA-FISH. DNA-FISH with probes for the U2 snRNA gene arrays and the 
chromosome they were integrated upon revealed that when activated the array 
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would often be found on a chromatin loop emanating away from the chromosome 
territory. Since this movement of genes from the chromosome territory towards a 
nuclear body appeared directed and active, the authors used a similar approach to 
Belmont by expressing an actin mutant that prevent actin polymerisation. The 
results were that neither the chromatin loops were formed nor gene array:Cajal 
body association seen.

In another study, Hu et al. (2008) revealed a number of different chromosome 
territories relocating to interchromatin granules in MCF7 or human mammary 
epithelial cells that responded to 17b-estradiol. The authors used chromosome 
conformation capture (3C) and a specialised chromatin immunopreciptation assay 
to assess the level of interaction between ERa- bound activated genes, such as 
GREB1 and the 17b-estradiol regulated TFF1 gene. Using 3D-FISH these authors 
found that after 17b-estradiol treatment the two chromosomes housing the two 
genes were now neighbours. Although these authors have performed no timed 
experiments for the colocalisation of the 17b-estradiol activated genes and their 
chromosomes when the cells were treated with Latrunculin or Jasplakinolide the 
genes and chromosomes no longer became intimately situated in interphase nuclei. 
In addition to the drug treatment the authors also treated their cells with siRNA 
constructs and injected antibodies for NM1b and G-actin, also resulting in no 
responsive repositioning. Further they also employed mutant constructs of NM1b 
that also had the same effect. The drugs also prevented the gene association with 
interchromatin granules in 17b-estradiol treated cells. Another study, recently 
published, has shown that these genes in similar cells do not colocalise upon 
activation with estradiol (Kocanova et al. 2010).

5.4.5 � Long Range Chromatin Movement to the Nuclear 
Periphery in Yeast

In yeast nuclear biology, a wide range of genes have been found to relocate to the 
nuclear periphery after activation (Brickner and Walter 2004), associated with nuclear 
pores (Casolari et  al. 2004; Taddei et  al. 2006), which is oppositional to what 
appears to happen on the whole in vertebrate cells i.e. activated genes tend to move 
towards the nuclear interior, if they relocate. A number of the genes in yeast that 
move to the nuclear periphery also attach to nuclear pores proteins via a myosin-
like protein Mlp1 and this aids in the transcriptional memory i.e. allows their re-
expression to be elicited more rapidly than if they were not anchored at the nuclear 
pore (Tan-Wong et al. 2009; Laine et al. 2009). Although, this is a very exciting 
model system of positional control of a genome for the purposes of this chapter it 
is the work by (Yoshida et al. 2010) that has demonstrated a possible motor function 
in these genes reaching the nuclear pores. The budding yeast actin-related 
protein – Arp6 – apart from its role as a transcriptionally relevant remodelling of 
gene promoters, appears to have a further role in long range movement of ribosomal 
genes to the nuclear periphery (Yoshida et al. 2010). In order to substantiate this 
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role for Arp6 the authors used an interesting assay that permits the determination 
of a specific candidate protein fused to LexA i.e Arp6, to move a randomly located 
chromosomal locus to the nuclear periphery. The random site contains LexA binding 
sites as well as the lac operator array allowing real-time visualisation via GFP lac I. 
When Arp6 was fused to LexA the chromosomal loci were found more abun-
dantly located at the edge of the nucleus. When performed in a mutant cell-line 
where functional pores are only found on one side of the nucleus – the Arp6-
LexA bound loci were located with the nuclear pores. By using ChIP analysis in 
Apr6 mutant cells with an antibody to nuclear pore protein Nup133 the authors 
also found other genes normally targeted to nuclear pores were not. Association 
of genes with the nuclear pores was also lost in Mlp1 (and Mlp2) mutant cells, 
although cell cycle stage specific these data imply that in yeast there exists a form 
of acto-myosin activity that is responsible for moving genes across the nucleus 
(Dion et al. 2010).

5.5 � Future Perspectives

We have described all the studies so far that have implicated nuclear motor activity 
in the long range movement of chromatin through the nucleoplasm. The organisms 
so far studied are budding yeast, CHO (hamster) cells and the human cells which is 
a very wide spectrum and the gap between these organisms needs to be closed by 
other models, especially in those where manipulation of the genome and knock-in 
and knock-outs are relatively straight-forward. It would also be necessary that their 
genome structure and behaviour had already been mapped out to a certain extent. 
Such organisms could include Drosophila, given the amount of pioneering work 
that has been performed on the dynamics of the Drosophila chromosomes. Other 
important model organisms for study could be C. elegans and Zebra fish, since they 
are good models to use live because of the possibility of being able to see cells and 
sub-cellular real-time dynamics because of their transparency, especially during 
development. However, more would need to be known about the spatial and 
temporal behaviour of their genes, chromosomes and genome and nuclear motor 
candidate genes indentified.

Some of the studies described have used real-time fluorescence imaging to 
follow the dynamics of their locus/chromosome-tag of interest and have created 
complex of being able to do multi-colour experiments. Indeed Kozubek and 
colleagues attempted to visualise both the chromatin structure and a component of 
a nuclear motor in the same cells. This would be the goal to see both elements i.e. 
“the cart and the horse” but in combination with these kinds of live cell imaging 
there needs to be built in quantitation of distance moved, rate of movement, direction 
and pathway and perhaps even the possibility to see the rest of the nuclear landscape. 
These studies also need to be performed in large numbers in order to quantitate 
securely a general mechanism. One could envisage that these types of studies 
should become automated and may even provide diagnostic value – given that in 
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some disease gene position within the interphase nucleus is altered. Furthermore, 
masterminds of studies using fluorescent tags and exogenous loci or altered chro-
matin states and amplification as a result of tagging a site for visualisation need to 
consider the effect changing their chromosomal site of choice will have on the 
dynamics and interactions with nuclear structure and motor proteins.

The involvement of enigmatic structures like nuclear motors in chromatin/chro-
mosome dynamics needs to be modelled in silico very carefully intergrating 
computer scientists, systems biologists and cell biologists. It would seem pertinent 
to include nuclear and genome biologists encompassing a wide-range of knowledge 
of the cell nucleus at different levels of organisation i.e. detailed behaviour of 
specific genes, those with knowledge of specific nuclear bodies and structures and 
those with an overview of spatial and temporal nuclear dynamics. This will be 
difficult and but not impossible. One of the major stumbling blocks will be the 
inability of the field to as yet decide definitively if there exists a nuclear matrix/
structure and if so how it is organised and regulated in different states of prolifera-
tion, cell types, organisms and point in development or ageing. The lack of major 
progress in this area is due to how difficult it is to visualise structures, potentially 
networks deep within the nucleoplasm and the field needs to develop even better 
microscopy and imaging manipulation and analysis and biochemical but physiolog-
ically relevant protocols to reveal these structures. It will be critical that these 
structures can be visualised in action in real-time and we need to overcome 
problems with fluorescence toxicity and the alteration of the delicate balance of 
chromatin modification/modelling at targeted genomic sites.

Basic modelling has been done with respect to how an acto-myosin might work in 
the nucleus to actively move chromatin/chromosomes (Hofmann et al. 2006a). This 
model suggests that NMIb could bind via its tail to the nuclear entity that needs to be 
transported around and then actin binds to the globular head of the NMIb, and this 
nuclear motor like cytoplasmic actin-myosin motor would then translocate the nuclear 
entity along the tracks of highly dynamic nuclear actin (Hofmann and de Lanerolle 
2006). However, whether the association of actin and myosin is required for their role 
in transcription or if they work independently is still unclear. It would be of interest to 
understand what signalling mechanism is involved in the active nuclear motor dependent 
movement of chromosomes around the interphase nucleus. Whether or not these signals 
translated from the cytoplasm involving SUN proteins and KASH domain proteins 
(Chikashige et al. 2007; Haque et al. 2006; Starr 2009) and involve structural pro-
teins such as emerin and lamin A stills need to be resolved. The field will also need to 
put in place large scale protocols for identifying in vivo protein:protein interactions 
and chromatin:protein interactions with respect to nuclear motor proteins.

Understanding whether actin and nuclear myosins have cargo transportation 
roles in the nucleus is a critical step in our understanding of how the genome 
functions in time and space and fundamental task for this century in fully under-
standing our genomes in health and disease.
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Abstract  In the past 20 years cell biologists have studied the cell nucleus 
extensively, aided by advances in cell imaging technology and microscopy. 
Consequently, the volume of image data of the cell nucleus – and the compart-
ments it contains – is growing rapidly. The spatial organisation of these nuclear 
compartments is thought to be fundamentally associated with nuclear function. 
However, the rules that oversee nuclear architecture remain unclear and controver-
sial. As a result, there is an increasing need to replace qualitative visual assessment 
of microscope images with quantitative and automated methods. Such tools can 
substantially reduce manual labour and more importantly remove subjective bias. 
Quantitative methods can also increase the accuracy, sensitivity and reproducibility 
of data analysis. In this paper, we describe image processing and analysis meth-
odology for the investigation of nuclear architecture, and the application of these 
methods to quantitatively explore the promyelocytic leukaemia (PML) nuclear 
bodies (NBs). PML NBs are linked with numerous nuclear functions including 
transcription and protein degradation. However, we know very little about the 
three-dimensional (3-D) architecture of PML NBs in relation to each other or 
within the general volume of the nucleus. Finally, we emphasise methods for the 
analysis of replicate images (of a given nuclear compartment across different cell 
nuclei) in order to aggregate information about nuclear architecture.
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6.1 � Introduction

The nucleus is the largest organelle found in eukaryotic cells. It has two major functions: 
first, it is the site of ribonucleic acid (RNA) synthesis; second, it stores the cell’s genetic 
material in chromosomes and duplicates it during cell division (Alberts et al. 2002). The 
nucleus also contains hundreds of morphologically distinct, membrane-less protein 
substructures known as nuclear compartments that are responsible for the duplication, 
maintenance, and expression of the nucleus’ genetic material. Advances in microscopy 
and associated fluorescence techniques have provided a wealth of nuclear image data. 
Such images offer the opportunity for both visualising nuclear substructures and quan-
titative investigation of the spatial configuration of these objects.

The complex and dynamic organisation of the cell nucleus into compartments with 
specific biological functions represents a crucial regulatory hub for cellular function. 
These compartments are tightly packed within the nucleus; at the resolution of the light 
microscope, two different compartments can occupy the same space. However, the 
spatial and temporal configuration of nuclear compartments is dynamic and responsive 
to changes in the nuclear environment (Rippe 2007). For an intracellular compartment 
as important as the nucleus, the questions that remain unanswered about its architec-
ture are remarkably basic (Shiels et al. 2007). First, it is still unknown how nuclear 
compartments are distributed in the nuclear volume. A ‘completely random’ configu-
ration may suggest a lack of nuclear architecture. Conversely, a ‘regular’ or ‘aggre-
gated’ configuration may imply organisation. A second question concerns the 
inter-relationships between nuclear compartments. For instance, do certain compart-
ments tend to associate, and, if so, what are the functional implications? An advanced 
understanding of the spatial arrangement of nuclear compartments may help to eluci-
date the role played by nuclear architecture in nuclear processes and help to answer 
whether the spatial configuration of nuclear compartments directs nuclear function, or 
vice-versa. This understanding should also allow a description of how nuclear archi-
tecture correlates with the functional state of the cell.

The confocal microscope has proven to be a remarkable innovation for imaging 
cell structure and physiology. The imaging technique provides the opportunity to 
visualise a specimen in three dimensions, and in time. The usefulness of the confocal 
microscope depends on its capacity to remove out-of-focus light, thus allowing it to 
capture sharp, high-contrast optical sections of cells and their sub-cellular compart-
ments within thick samples (Dailey et al. 1999). Confocal laser scanning microscopy 
(CLSM) (Pawley 2006) is a technique that provides true 3-D optical resolution. In 
CLSM, a laser is used to form a spot that is scanned across a sample to non-invasively 
capture sub-micron details of cells in order to record a two-dimensional (2-D) 
image. This process is repeated at multiple positions in the Z-axis and image sec-
tions are then combined into an ‘image stack’ that yields an accurate representation 
of the three-dimensional (3-D) structure of the specimen. The resolution of CLSM 
is limited by the spot size, which depends on the wavelength of the light used and 
the numerical aperture of the objective and condenser lenses. Typically, the lateral 
resolution of the CLSM is only 0.2 mm (Pawley 2006). However, super high 
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resolution light microscopy techniques have been developed that radically improve 
upon the limiting resolution of CLSM. For example, Stimulated emission depletion 
(STED) microscopy, is a relatively new fluorescence microscopy technique that 
overcomes the diffraction limit of CLSM by employing a second laser beam in the 
excitation spot, which selectively quenches fluorescent markers at the periphery of 
the spot (Hell and Wichmann 1994; Klar and Hell 1999). A resolution of up to 5.8 
nm can be achieved using STED (Rittweger et al. 2009).

For now, CLSM remains the most popular technique to image nuclear architec-
ture. In combination with an expanding array of fluorescently labelled antibodies 
directed against specific antigens, the device is offering novel information about the 
spatiotemporal dynamics of the cell and the cell nucleus; for example, see Fig. 6.1. 
However, it should be noted that visualisation of nuclear proteins by immunofluo-
rescence necessitates that cells are fixed and permeabilised, which may affect the 
native state of the cell. Thus, cell preparation methods should be kept to a minimum 
(Shiels et al. 2007).

Studies employing immunofluorescent CLSM have shown that a number of 
nuclear compartments have preferred spatial associations but it is still unclear 
whether nuclei have common rules that define high-level spatial functional organisa-
tion. To address this, statistical and computational methodology is required to pro-
vide adequate quantitative image analysis tools to study and explore the subtle 
principles behind nuclear architecture. Human vision is superb for qualitative tasks 
but computers are often needed in image analysis to aid a human operator to extract 
quantitative information from an image (Sonka et al. 1993]. Furthermore, there is a 
great deal of variability in images of the cell nucleus, arising from diverse sources 
(but primarily innate biological variability). Therefore, we should avoid placing 
emphasis on individual images such as those seen in Fig. 6.1, and instead look (using 
quantitative image analysis methods) for aspects of spatial organisation that are com-
mon across replicate images because this truly represents underlying nuclear archi-
tecture. Quantitative image analysis is the process of making quantitative structural 
measurements from an image (or replicate images) via a number of distinct stages, 
namely image visualisation, image enhancement, segmentation, measurement and 
inference (Russ 1995). Importantly, specimen preparation and microscopy proce-
dures for successful automated image analysis are generally stricter than for manual 
methods since computers are easily misled by artefacts, variability, confounding 
objects and clutter (Shiels et al. 2007). Thus, it is important to ensure that the objects 
of interest are delineated with a high degree of contrast against the background.

6.2 � Segmentation of CLSM Image Data

A computer image can be regarded as an array of measured values. In CLSM images, 
this measured value is the intensity of transmitted light at a specific wavelength, and 
is recorded at a finite number of small geometrical subunits (referred to as pixels in 
2-D images and as voxels in 3-D images). For an 8-bit image, intensity is recorded in 
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Fig.  6.1  CLSM images (shown as projections in the XY plane) of nuclear compartments in 
human fibroblast (MRC-5) cell nuclei. The green objects are promyelocytic leukaemia (PML) 
nuclear bodies (NBs), the blue object is lamin B, the red objects are: (a) acetylated histones; 
(b) methylated histones; (c) nucleoli; (d) RNA; (e) RNA polymerase II; (f) centromeres; 
(g) telomeres; (h) 11S proteasomes; (i) 19S proteasomes; (j) Cajal bodies; (k) SC35 domains
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the range [0, 1, 2, …, 255] (images are termed as 8-bit because there are 28 discrete 
intensity values). CLSM digitally records the intensity of light in a sample at a subset 
of voxel locations; immunofluorescent CLSM images are multispectral since the 
intensity variate is measured in the RGB parts of the electromagnetic spectrum.

For quantitative analysis of nuclear architecture, image segmentation continues to 
represent a major first hurdle. In the analysis of image data it is essential to distinguish 
between the different objects of interest as well as the background. Techniques 
employed to distinguish the objects are referred to as segmentation methods (Sonka 
et al. 1993; Russ 1995). Image segmentation is a central problem in image analysis. 
In segmented images, parts of the image are joined into meaningful, non-overlapping 
regions that are believed to belong to the same objects. ‘Complete segmentation’ 
results in a set of disjoint regions uniquely corresponding to objects in the input 
image. Images can be segmented using a variety of approaches that can be categor-
ised according to the general principles they employ: threshold techniques, edge-based 
methods and region-based techniques (Glasbey and Horgan 1995). Threshold tech-
niques are effective when the intensities of pixels of an object are significantly differ-
ent from the intensity of pixels belonging to the background (or another object). 
Edge-based methods rely upon contour detection. Region-based methods usually 
partition the image into connected regions by grouping neighbouring pixels of similar 
intensity levels and then merge adjacent regions according to homogeneity or sharp-
ness of region boundaries (Glasbey and Horgan 1995). Hybrid methods are also 
popular and employ a mixture of the above methods.

The problem of automated image segmentation is made substantially easier when 
the intensities of ‘object’ pixels/voxels are significantly different to the intensities of 
the ‘background’ pixels/voxels (Sezgin and Sankur 2004). In such cases, thresholding 
is the most obvious segmentation technique to separate the object from background. 
Thresholding is one of the most commonly used segmentation techniques and it is 
also the oldest segmentation method (Sonka et al. 1993). It is a popular segmentation 
technique in document image analysis (to extract printed characters), quality inspec-
tion (to detect defective parts in materials) and non-destructive testing applications 
such as ultrasonic imaging, thermal imaging, x-ray computed tomography, CLSM and 
endoscopic imaging (Sezgin and Sankur 2004).

If we denote voxel location by (X, Y, Z), (the row, column and image section 
respectively), then thresholding segments an 8-bit input image voxel to an output 
binary image voxel (S

X, Y, Z
) as follows:

	

= ≥
= <

X, Y, Z X, Y, Z

X, Y, Z X, Y, Z

S 1 for I  T,

S 0 for I  T, 	 (6.1)

where I
X, Y, Z

 is the voxel intensity with range [0, 1, 2, …, 255] , T is the threshold, 
S

X, Y, Z
 = 1 for image elements of objects, and S

X, Y, Z
 = 0 for image elements of the 

background (or vice versa) (Sonka et al. 1993). Computationally, thresholding is less 
demanding than most other segmentation methods and it is often easier to implement 
successfully.
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Global thresholding, as described above, is the most basic form of thresholding 
since it employs a single threshold value to segment an entire image. It relies on the 
pixels in each region having relatively homogeneous intensity; hence, global 
thresholding will not work well when images have an uneven background. 
Currently, user-defined global thresholding is a very common approach for 
segmenting CLSM images of the cell nucleus, e.g. (McManus et al. 2006; Shiels 
et al. 2001; Wang et al. 2004). The choice of this global threshold is crucial since 
further processing and analysis of the distinct compartments entirely depends on 
the quality of the segmentation. The importance of threshold selection is demon-
strated in Fig. 6.2. The sizes and numbers of the segmented nuclear compartments 
are heavily affected by the choice of threshold. It is also very difficult, if not impos-
sible, to determine which threshold best segments the image since we have no 
knowledge of the ground truth. User-defined thresholding is generally considered 
the gold standard for segmentation of CLSM images since the human visual system 
outperforms most algorithms at qualitative tasks (Glasbey and Horgan 1995). 
While such thresholding may be accurate it is fundamentally subjective, and this 
generates a demand for automated methods that perform as well as manual thresh-
olding. Furthermore, automated methods are becoming increasingly desirable to 
cope with high-throughput microscopy techniques since they eliminate the time-
consuming labour associated with manual thresholding.

Most automated segmentation algorithms have been designed for 2-D images. 
Thus, these algorithms generally segment CLSM image stacks slice by slice, losing 
valuable information about the 3-D image set. Some thresholding algorithms have 
been designed for 3-D microscopy images but their applications are limited and tend 
to focus on the task of cell or nucleus segmentation (Kozubek et al. 1999; Li et al. 
2007; Xavier et al. 2001). We have developed a global thresholding algorithm, Stable 
Count Thresholding (SCT), to segment nuclear compartments in CLSM image 
stacks in order to facilitate quantitative analysis of the three-dimensional spatial 
organisation of these objects using formal statistical methods. We validated the effi-
cacy and performance of the SCT algorithm using real images of immunofluores-
cently stained nuclear compartments (for example, see Fig.  6.3) and fluorescent 
beads as well as simulated images. In all three cases, the SCT algorithm delivered a 
segmentation that is far better than standard thresholding methods, and more impor-
tantly, is comparable to manual thresholding results. By applying the SCT algorithm 

Fig. 6.2  Thresholding of PML NBs (green), nucleoli (red) and lamin B (blue) in a CLSM image 
stack (projected in the XY plane). “T” indicates the 8-bit threshold value employed
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and statistical analysis, we were able to quantify the spatial configuration of PML 
NBs with respect to irregular-shaped SC35 domains. We showed that the compart-
ments were closer than expected under a null model for their spatial point distribu-
tion, and furthermore that their spatial association varies according to cell state. 
More information on the SCT algorithm can be found in (Russell et al. 2009].

Image segmentation remains the heart of image analysis but, interestingly, has 
started to become less important due to the increasing quality of image detectors 
(Kozubek 2006). Recently, high-throughput microscopy has generated a need for 
image registration methods (Kozubek 2006). Imaging different cell nuclei (or the 
same cell nucleus at different times) leads to images in different coordinate systems 
that need to be registered; image registration is a task that we believe can be used 
to aggregate spatial information about nuclear architecture.

6.3 � Investigating Nuclear Architecture

Having addressed the difficult intermediate problem of image segmentation, we turn 
our attention to quantitative assessment of segmented images. To date, the study of 
nuclear architecture has been dependent largely upon ‘observational studies’, in which 
immunofluorescence microscopy methods are used to image nuclear compartments 
and subjective visual assessment is used to analyse the images (Batty et al. 2009). 
This visual assessment of nuclear architecture can be inherently unreliable; human 
operators can often miss objects and infer different spatial relationships from the 
same image at different times. Thus, there is a substantive need to employ quantita-
tive methods that take into account the statistical significance of a spatial ‘relation-
ship’ between nuclear compartments, particularly given the complexity and dynamic 
nature of nuclear function. A variety of methods have been used to assess nuclear 
architecture in cell biology research, which are summarised here.
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Fig. 6.3  Scatter plot of an SCT-segmented CLSM image of PML NBs (green), nucleolus (red) 
and lamin B (blue)
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6.3.1 � Radial Analysis

Radial analyses are sometimes used to assess the spatial configuration of nuclear 
compartments (Cremer et al. 2001; Zink et al. 2004). The centre of the nucleus is 
used as reference point to which the location of the nuclear compartment of interest 
can be calculated. Usually, location is expressed as the distance between the geo-
metric centre of the compart-ment and the nuclear centre, normalised to remove 
variation in nuclear size (Shiels et al. 2007). Alternatively, the nucleus is divided 
into concentric shells of equal volume and the amount of fluorescent signal in each 
shell is used to evaluate global radial positioning. Radial analyses provide a fast 
means to investigate the locations of nuclear compartments between cell types or 
experimental conditions (Shiels et al. 2007). However, the functional implications 
of the radial position of a nuclear compartment are very difficult to decipher since 
the nuclear centre itself has no functional role. Furthermore, radial analysis offers 
a very limited description of spatial preference based on the distance and angle(s) 
between the compartment of interest and the nuclear centroid.

6.3.2 � Co-Localisation Analysis

Co-localisation analysis is often employed to study whether two nuclear compartments 
occupy the same space (Paddock et al. 1997). The degree of co-localisation can be 
judged via visual examination, or using a threshold or intensity-based approach. Visual 
examination of the RGB image will indicate co-localisation since the overlap appears as 
a different additive colour. For example, overlapping green and red pixels attain a yellow 
appearance, which, to a first approximation indicates the presence of interacting red and 
green species. Visual examination of overlaid images is a relatively quick and straight-
forward method for detecting co-localisation between nuclear compartments, but it is 
strictly qualitative. ‘Threshold-based’ analysis can be applied in order to quantify the 
degree of co-localisation. This approach usually reports a ‘percentage co-localisation’ 
value that is equal to the fraction of pixels having intensity above a certain threshold. 
However, this approach is still subject to user-bias since a technician generally defines 
the threshold value. ‘Intensity-based’ analysis removes this bias by analysing the inten-
sity of all the pixels in the image though some authors consider this a disadvantage due 
to the intrinsic uncertainty of pixel intensity, which makes comparisons between different 
images difficult (Lachmanovich et al. 2003). The largest disadvantage of all co-localisa-
tion analyses is that co-localisation is a very specific example of spatial organisation and 
is not capable of identifying more complex relationships. For example, nuclear compart-
ments may also be found near to, but not co-localised with other compartments. In such 
cases, spatial association can only be quantified using distance-based methods. Naturally, 
the resolution of the microscope used to image objects of interest is vital for co-localisa-
tion analysis. Two objects that appear to co-localise at the limiting resolution of a micro-
scope, may not truly overlap if the resolution were increased. Of course, this is true for 
all quantitative image analyses of nuclear architecture – the accuracy of any measure-
ment will always be dependent on the resolution of the microscope.
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6.3.3 � Distance-Based Analysis

Distance-based methods analyse the distribution of distances measured between the 
nuclear compartments of interest. Typically distances are measured from the geometric 
centre of each compartment. Distance-based methods have been used to investigate the 
nuclear architecture of genomic loci (LaSalle and Lalande 1996; Neves et al. 1999), 
chromosome regions (Roix et al. 2003; Nikiforova et al. 2000; Quina and Parreira 2005; 
Bolzer et al. 2005) and PML NBs (Shiels et al. 2001; Wang et al. 2004). In Bolzer et al. 
(2005), inter-chromosome territories distances and Kolmogorov-Smirnov tests were 
used to assess the spatial distribution of 46 chromosome territories simultaneously. In 
Wang et al. (2004), the authors analysed the distances between PML NBs and genomic 
regions and correlated these with the transcriptional activity of the genomic loci to show 
that PML NBs associate more closely with more active genomic regions.

6.3.4 � Spatial Point Pattern Analysis

Recently, a spatial point process framework has been applied to assess the spatial 
preference of nuclear compartments (Fleischer et al. 2006). The spatial configuration 
of nuclear compartments can be represented as a Spatial Point Pattern (SPP) in order 
to explore nuclear architecture quantitatively. An SPP is any data in the form of a set 
of points, distributed within a region of space (Diggle 2003). Examples of such data 
include locations of taste buds on a tongue, trees in a forest, or stars in the sky (Bell 
and Grunwald 2004). Locations of objects are referred to as ‘events’ in order to dif-
ferentiate them from other points in the space. Processes that generate SPPs can be 
broadly categorised as producing events that are: completely random (events lie uni-
formly in the region and independently of each other), aggregated (events are clus-
tered together) or regular (events are arranged in a periodic fashion). The simplest 
spatial point process model is a homogeneous spatial Poisson process, which exhibits 
what is known as complete spatial randomness (CSR). Under CSR, events are dis-
tributed independently and are equally likely to occupy any part of the region.

SPP analysis often involves comparisons between empirical summary descriptions of 
distance data and the corresponding theoretical summary descriptions of a spatial point 
process model (Diggle 2003). We distinguish ‘distance-based’ analysis from SPP analy-
sis since the former does not require a theoretical summary description (derived from an 
underlying model) of the distance data. ‘Distance-based’ analyses are generally concerned 
with comparing distances from two different samples. For example, in (Wang et al. 
2004), the authors showed that the distances between PML NBs and ‘active’ genomic 
regions were smaller than those for ‘inactive’ genomic regions (Wang et al. 2004). If a 
point pattern is shown to exhibit CSR in some bounded region then it is a realisation of 
a homogeneous spatial Poisson process. This implies that the locations of the events are 
distributed uniformly and independently of one another within the region. If CSR is 
rejected then the extent and direction of the departure can guide the choice of alterna-
tive models to be formulated for the SPP. More background on spatial point pattern 
analysis is given in many textbooks including (Diggle 2003) and (Illian et al. 2008).
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In Russell et al. (2009), we employed SPP analysis in order to explore nuclear 
architecture. We probed the 3-D spatial interactions of SCT-segmented PML NBs 
with SC35 domains, within a spatial point process framework. The PML NB, a 
nuclear compartment linked with numerous nuclear functions including transcription 
and protein degradation may locate in close proximity to, adjacent to, or even co-
localise with other functional nuclear compartments, such as Cajal bodies, SC35 
domains, and telomeric DNA, respectively (Bernardi and Pandolfi 2007; Borden 
2002; Cressie 1993). Our analysis employed a summary statistic, known as the 
G-function, which is the empirical distribution function (EDF) of nearest neighbour 
distances (NNDs) between the objects of interest, known as ‘events’. The 
G-function is a standard tool for exploratory analysis of SPP data. Our approach 
compared the observed distance distribution against a null distribution estimated by 
Monte Carlo simulation in the given nucleus (Russell et al. 2009; Diggle 2003). Our 
Monte Carlo simulation procedure was enhanced to take into account both volume 
and shape variability of the given nucleus as well as variability in the number and 
volume of the given PML NBs. To assess whether any given SPP rejects the null 
hypothesis of CSR, we examine the observed G-function using 999 simulated reali-
sations to define upper and lower limits of a 99% simulation envelope. To illustrate 
this analysis, for a specific cell nucleus (shown in Fig. 6.3), we have investigated 
the SPP of PML NBs with respect to the nucleolus; see Fig. 6.4. In Fig. 6.4, the 
G-function is illustrated by the red line and the 99% simulation envelope is shaded 

Fig. 6.4  Plot of the G-function of observed NNDs between PML NBs and the nucleolus shown 
in Fig. 6.3. The 99% simulation envelope is shaded in gray
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in gray. The figure suggests that this SPP is not consistent with the null hypothesis 
since the G-function is not fully contained by the simulation envelope.

It is worth emphasising that no matter what type of analysis is used to assess 
nuclear architecture, the interpretation of the findings is difficult. For example, if 
nuclear compartments are shown to have a statistically significant association, 
further biochemical studies are essential to translate such observations into a func-
tional interaction. Our application of SPP methodology in Russell et al. (2009) was 
wholly an exploratory analysis of PML NBs. The most significant limitation of our 
analysis was that – for the most part – we treated the data as ‘un-replicated’ 
(Everett 2001) i.e., we explored each SPP in each nucleus separately. Pooling 
information across all nuclei is a hard problem since nuclear image data consists 
of SPPs in regions of variable size and shape. However, image registration meth-
odology offers the means to aggregate spatial information about nuclear architec-
ture across image data of different cell nuclei.

6.4 � The Future of Analysing Nuclear  
Architecture – Image Registration?

To date, most analyses of nuclear architecture have given little insight into the under-
lying spatial distribution of nuclear compartments in the cell nucleus. We believe that 
image registration methodology can be used in order to combine spatial information 
across multiple cell nuclei. Image registration is the process of bringing two or more 
images into spatial alignment. There are two generic approaches to image registra-
tion: intensity-based and feature-based (Diggle et al. 2006; Friston et al. 2006; Rohr 
2001). Intensity-based approaches operate directly on image intensities and therefore 
an explicit segmentation of the images is not required. In contrast, feature-based 
methods involve specific processing of the raw images to identify physical homolo-
gous features. Generally, intensity-based methods are only used when feature-based 
methods are unavailable since the former are sensitive to image noise and variations 
in the image such as lighting conditions (Friston et al. 2006). Recently, an intensity-
based image registration method has been applied to fluorescent CLSM images of 
cell nuclei (Zitova and Flusser 2003). In this research, the authors investigate the 3-D 
structure of the X-chromosome. They argue that feature-based approaches are diffi-
cult because identification of homologous features usually requires some kind of 
user-interaction. Since intensity-based approaches are sensitive to image noise, our 
current research investigates the question, “is it possible to construct an automatic 
feature-based image registration procedure to combine images of cell nuclei?”

In order to combine information across images, we need to reason about nuclear 
shape. If cell nuclei were of the same shape and size then combining information 
on nuclear architecture would be an easy task – spatial information on nuclear 
compartments could be very quickly combined after removing differences in the 
orientation and location of imaged nuclei. However, cell nuclei vary substantially 
in shape and size. To aggregate information, we wish to combine our raw data such 
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that the imaged nuclei are ‘normalised’; i.e., transformed to have the same shape 
and size. The alternative approach is to analyse the nucleus in each image stack 
separately and then aggregate this information for all nuclei. We are interested in 
the former approach; however, this task is made difficult since no landmarks 
have been identified to allow the spatial normalisation of nuclear shape and size. 
A possibility is to use the nuclear envelope as a landmark, with which replicate 
nuclei can be put in a common coordinate system. Both cells and nuclei have an 
envelope which fundamentally delimit them and undergoes significant changes in 
size and shape through the cell cycle. Our interest in these envelopes is threefold. 
First, learning about the shape of the envelope is of interest in its own right. For 
example, if subtle shape differences can be associated with different parts of the cell 
cycle, automated classification methods can be used to identify cells, avoiding the 
need for difficult experimental procedures that explicitly control cell cycle. Second, 
the envelope provides the only available landmark. As noted earlier, the popularity 
of radial distance tests is striking. The centroid of the cell nucleus has no special 
meaning, so its use as a landmark is questionable at best. In contrast, the envelope 
is a genuine object that is only occasionally used in spatial comparisons. We have 
already discovered interesting relationships between PML bodies and the envelope 
using SPP methodology. Finally, and most ambitiously we can consider registering 
replicate cell nuclei according to their envelope, such that they are placed in a 
common coordinate system. This opens the possibility to reason about the average 
configuration of a nuclear compartment across replicate images.

Figure 6.5 represents an initial attempt to construct such an average representa-
tion from a set of 50 replicate images of fibroblast (MRC-5) cell nuclei. The figure 
illustrates the 2-D projection of the average-shaped nuclear envelope with a 
smoothed estimate of the density of SC35 domains contained within the collection 
of registered nuclei. We begin with a number of prepared cell images, similar to 
Fig.  6.1, that have been segmented using the SCT algorithm. Each segmented 
image is then represented as a 2-D pixel map. Subsequently, the sequence of steps 
required to produce Fig. 6.5 are

	1.	 Identity a common set of mathematical pseudo-landmarks for each nuclear 
envelope

	2.	 Register each nuclear envelope to the average envelope, on the basis of its 
landmarks

	3.	 Transform the SC35 domains from each image into the average envelope, in a 
manner that respects the registration of each envelope

Figure 6.5 demonstrates a clear spatial preference for SC35 domains, in this case, to 
prefer a central region of the nucleus. Certain aspects of this have been revealed by 
the more traditional approaches described in the previous section – but the strength 
and clarity of the signal here is unprecedented. Note also that this representation 
refers to normal cells, and provides another means of clarifying the effects of experi-
mental perturbation. We have striking results for a range of nuclear compartments in 
MRC-5 cells, including experimental perturbations, related to heat shock. These 
appear to be hinting at fundamental ideas of spatial nuclear organisation.
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6.5 � Conclusion

This paper has presented image processing techniques as well as statistical and 
computational tools to explore and uncover the rules that oversee nuclear architec-
ture in biological confocal microscopy image data. Such research combines a series 
of stages from image processing to image analysis. As such, we have addressed 
each stage of this process in order to have a consistent and objective approach to 
the exploration of nuclear architecture.

Our current research aims to develop a procedure that provides a spatial normali-
sation of replicate cell nuclei image data by combining image registration and 
statistical shape analysis methodology in a novel way. Current image analysis tools 
are generally based on exploring spatial organisation in individual images. 
Investigation of nuclear architecture from replicate images of cell nuclei probes 
absolute spatial organisation that cannot immediately be established from analysis 
of individual images. In this way, spatial normalisation provides us with a ‘virtual 
cell nucleus’ such as Fig.  6.5. Strikingly, this virtual nucleus provides new and 
exciting insights about high-level nuclear architecture, suggesting that nuclear compart-
ments preferentially occupy distinct regions of the nucleus in ‘normal’ cell nuclei.
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Abstract  Gene expression in higher eukaryotes demands a highly orchestrated 
series of events that is regulated at many levels. This hierarchical control begins in 
the nucleus where gene expression is activated by gene transcription. The control 
of transcription itself is multi-layered and incorporates both genetic and epigenetic 
features. Epigenetic regulation involves post-translational modification of histones 
and other chromatin proteins, which define the local chromatin environment of a 
gene and organizational features, which define the nuclear environment. In this 
essay, I explore how the nuclear environment can contribute to the regulation of 
gene expression. I discuss very recent experiments that provide compelling evidence 
for the widespread formation of gene expression networks during the induction of 
gene expression and evaluate how the dynamic behaviour of chromatin, which is 
required during the formation of such networks, fits with present models of nuclear 
organization.

Keywords  Gene expression • Systems biology • Nuclear architecture • Nuclear 
organization • Nuclear compartments • Nuclear matrix • Nucleoskeleton • RNA 
transcription • Transcription factory • Gene networks • Chromosome structure 
• DNA foci • Modelling gene expression • NF-kB

7.1 � Introduction

Over the past 30 years, biological research has undergone a series of dramatic 
shifts in emphasis. Working on the structure and function of mammalian nuclei 
over this time, it is remarkable how our experimental abilities have evolved, even 
if the same fundament questions remain unresolved. The 1980s saw the heyday of 
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molecular biology, as reductionist strategies of the 1970s gave biochemists of the 
impetus to understand how interactions between molecules might be controlled to 
regulate key aspects of cell function. In the 1990s, the development of fluorescent 
protein technologies and later RNA interference took the molecular focus towards 
a cellular context. More recently, the emphasis to think more holistically about 
biological systems has heralded the growth of modelling driven analyses, under 
the umbrella of ‘systems biology’.

Systems biology aims to approach biological processes from a holistic 
perspective. In the nucleus, this strategy to addressing key biological questions 
clearly represents a paradigm shift. However, the approach is not without prece-
dent, and as we continue to look deeper into the mysteries of nuclear structure and 
function the molecular complexity ensures that it is no longer sensible to consider 
individual components in isolation. As an example, it is interesting to consider the 
biomedical implications of understanding circadian rhythms (Ko and Takahashi 
2006). The mammalian circadian clock couples physiological functions to 
environmental cues, most significantly light and temperature (Matsuo et al. 2003). 
The timing system is controlled by the suprachiasmatic nuclei within the 
hypothalamus and involves a complex network of clock genes and regulatory 
feedback loops (Filipski and Levi 2009). The clock genes, in turn, regulate a series 
of fundamental biological processes including cell cycle, cell proliferation, 
differentiation, genome stability and apoptosis. In humans, an understanding of 
how these processes are controlled throughout our daily physiological cycles is 
becoming every more important in medicine, where treatment regimes for major 
diseases such as cancer and cardiovascular conditions are significantly more 
effective if coupled to the circadian physiology (Filipski and Lévi 2009; Wood 
et al. 2009; Paschos et al. 2010).

7.2 � The Nucleus

As mammalian cells respond to environmental cues by regulating patterns of gene 
expression it is important to understand how different features of chromatin 
structure and global nuclear organization contribute to gene regulation (Baxter 
et al. 2002; Misteli 2007). The control of gene expression is by necessity complex 
and as a result is regulated at many different points. All of the regulatory functions 
are, however, dependent on the essential first steps that occur at gene promoters in 
order to activate the process of RNA synthesis (Emerson 2002; Maniatis and Reed 
2002). Fundamental features of this early phase are defined genetically as they rely 
on the interaction of activating transcription factors with cognate recognition motifs 
in gene promoters. Initial interactions at promoters set in place a chain of events 
that dynamically recruits a complex array of proteins that ultimately engage the 
synthetic RNA polymerase complex (Hager et  al. 2009). Events at the promoter 
also ensure that the local chromatin environment is primed to facilitate the 
dynamic topological changes that are required during transcription (Berger 2007; 
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Bernstein et al. 2007). The molecular events at promoters have been studied in great 
detail over recent years and though our molecular understanding continues to 
develop in detail the basic principles are generally agreed. However, how other 
aspects of nuclear organization contribute to gene expression continue to attract a 
significant amount of debate. In this essay I will consider if/how such features 
contribute to gene expression and how knowledge of any contribution might be 
incorporated into a modelling framework.

The following areas have been implicated in gene expression over recent years 
and are worthy of consideration here:

	1.	 Implication of spatial nuclear organization related to the structure of active cen-
tres of RNA synthesis – transcription factories

	2.	 Higher-order gene networks, how they form and if/how they contribute to the 
regulation of gene expression

	3.	 Defining the possible roles of higher-order chromatin folding and both short and 
long-range chromatin dynamics during gene expression

	4.	 Understanding how the architecture of nuclear compartments might facilitate or 
restrict the formation of functional gene networks

7.3 � Transcription Factories

The development of techniques to label sites of nascent pre-mRNA synthesis in 
human cells provided the first evidence that transcription might be arranged 
within dedicated nuclear sites that contain multiple synthetic complexes (Jackson 
et  al. 1993). Further studies confirmed that these so called ‘transcription 
factories’ contained about ten active synthetic complexes (Jackson et al. 1998) 
and could be visualized in fixed cells as discrete structure that were ~80 nm in 
diameter and contained protein complexes with a mass in excess of 10 MDa 
(Eskiw et  al. 2008). Very recent studies have extended the factory concept by 
demonstrating that factories also exist with polymerase complexes that represent 
a pre-elongation state, implying that factories are not defined by the synthetic 
process itself and that during the activation of gene expression genes must be 
dynamic locally in order to engage local transcription machinery within 
pre-assembled factories (Ferrai et al. 2010).

Recent advances in our understanding of nuclear organization and gene 
expression suggest that the concept of transcription factories will have fundamental 
implications for gene expression control (Cook 1999, 2010). In fact, the events that 
are required to generate a mature mRNA are so highly orchestrated that the 
development of a structure to regulate the behaviour of the synthetic machinery 
seems almost inevitable. During a single transcript cycle the polymerase structure 
itself is central to this role, as the C-terminal domain of the largest subunit of RNA 
polymerase II coordinates processing of the nascent transcripts through a series of 
interactions that recruit the relevant processing complexes to the active site. 
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The fact that all of the activities required to generate mature mRNAs occur at the 
transcription centre support the general theme of synthetic factories. At this level of 
complexity, factories facilitate the temporally programmed recruitment of the 
processing complexes that together generate mRNA.

7.4 � Gene Networks

Other lines of evidence suggest that factories have a greater purpose, as they 
provide active sites where genetically unrelated gene can be transcribed together 
and in principle co-regulated. Models describing the co-transcription of genes 
within a common active site have evolved over recent years (Fraser and Bickmore 
2007) following seminal experiments that were designed to understand how remote 
regulatory sequences within the b-globin locus might contribute to the regulation 
of globin gene expression (Patrinos et al. 2004; Noordermeer and de Laat 2008). In 
the human b-globin gene cluster, individual gene promoters were shown to interact 
spatially, as a result of chromatin looping, so that promoters, the relevant enhancers 
and sequences within the distal locus control region would all interact together 
within a common regulator complex, which was called the active chromatin hub 
(ACH). During formation of the ACH, the spatial co-association of genetically 
linked sequence elements requires that the intervening chromatin is displaced from 
the hub as chromatin loops; this model provides an excellent paradigm to explain 
how chromatin loops form as a result of DNA interactions within protein complexes 
that arise during gene expression.

Experiments that were designed to investigate the structure of protein complexes 
such as the ACH inevitably required detailed analysis of interactions between local 
and remote sequence elements. However, a really surprising extension of this work 
showed that different genomic sites might be co-associated during gene expression 
even when these were not linked by there genetic location on individual 
chromosomes (Fig.  7.1; Osborne et  al. 2004; Fraser and Bickmore 2007). In 
experiments described to date, inter-chromosomal gene interactions have been 
described in many situations, and while the co-association of the gene pairs studied 
has never approach 100% the observed levels of interaction far exceed those that 
would be expected by random chance. In fact, for the majority of examples studied 
the levels of inter-chromosomal interactions shows that some 5–10% of the active 
genes will typically co-localize at a common active site (Fig.  7.1; Schoenfelder 
et al. 2010); in this experimental system, a maximum co-localization of ~25% is 
seen for selected gene pairs (Osborne et al. 2004, 2007).

While the recognition of inter-chromosomal gene interactions clearly defines an 
important concept in nuclear organization the stochastic nature of these interactions 
implies that they are not obligatory for gene expression. However, it is actually 
technically challenging to provide a detailed analysis of the effects of gene 
interactions within common active sites when the analytical tools are only able to 
define these interactions at a fixed point in time. It may, for example, be argued that 
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Fig. 7.1  Analysis of gene networks in nuclei of mammalian cells. The spatial architecture of genetic 
elements within nuclei can be probed using chromosome, conformation capture (3C) techniques 
(a). The principle behind 3C is that DNA that interacts within a molecular super-structure can be iden-
tified if the structures are first cross-linked in situ and DNA then fragmented to leave short restriction 
fragments in place. After sonication, to release the nuclear structures, DNA molecules that are 
related by their co-association within individual structures can be identified by ligating them together 
if the structures are first massively diluted to limit non-specific interactions. The ligated fragments 
can then be purified, see above, and PCR used to amplify fragments associated with selected target 
sequences and analysed on micro-arrays or using high volume sequence analysis. In this experiments 
from Schoenfelder et al. (2010) an enhanced ChIP-4C (e4C) approach was used that incorporates 
immunopurification of structures containing the elongation competent form of RNA polymerase II 
and a pre-enrichment step for bait-linked sequences by immunopurification of the biotin containing 
fragments. Interactions between specific gene loci must be validated in single cells using fluorescent 
in situ hybridization (b). The analysis of mouse genes that associate within the globin gene networks 
were assessed by their level of co-localization with Hba and Hbb (b). The extent of co-localization 
with various genes is shown (histograms, with interacting genes identified on the left) (Published 
from Schoenfelder et al. (2010) with permission of Nature Publishing Group)

even though a restricted number of genes undergo productive co-localization at 
active sites these might increase expression if the genes within these sites produce 
transcripts with higher efficiency than genes that are not spatially associated with 
genes from the same regulatory network One example in the literature does 
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demonstrate that genes transcribed from a common transcription site are able to 
interact synergistically to provide increased levels of expression (Hu et al. 2008). 
This study explored the activation of hormone-induced (17b-estradiol) gene 
expression in oestrogen responsive genes of the transformed human breast cell line 
MCF7. Focussing on the TFF1 locus on human chromosome 21, a 3C-based 
approach was combined with hybridization-based fragment purification and micro-
array analysis to define intra-chromosomal interactions as well as inter-chromosomal 
interactions within the regulatory elements of the GREB1 gene on chromosome 2. 
After inducing gene expression for 1 h, about 50% of nuclei contained sites where 
TFF1 and GREB1 were colocalized; some cells showed bi-allelic colocalization 
and very few showed colocalization prior to induction. Perhaps remarkably, 
chromosome painting showed that in some cells, the induced inter-chromosomal 
interactions also correlated with relocation of the associated chromosome territory 
(CT; associations increased by fivefold relative to control) though this was much 
less than the individual interactions, suggesting that chromatin looping is more 
common. Using RNAi, nuclear actin, myosin and the motor protein dynein light 
chain-1 were all shown to be required for gene repositioning, though these 
treatments did not alter recruitment of transcription factors to the target promoters. 

Fig. 7.1  (continued)
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Finally, the monoallelic interactions were shown to produce a ~10-fold increase in 
transcription relative to the levels of synthesis at corresponding isolated loci.

7.5 � Organization in the Chromatin Compartment

An obvious implication of inter-chromosomal interactions and the potential to form 
functional gene networks is that the genomes in question must display a high 
degree of spatial plasticity. However, the extent of this plasticity and more 
particularly the distances involved appear to contradict many studies that have show 
the mammalian genome to be generally rather stable for most of the cell cycle 
(Cremer and Cremer 2001; Lanctôt et al. 2007). Detailed studies have shown that 
while the fundamental structural subunits of chromosomes – so called DNA foci 
that contain roughly 1 Mbp of DNA on average – are locally dynamic at a range of 
microns, this property of chromatin is rarely seen to lead to a significant shift in the 
location of CTs, which in most instances establish a preferred stable location 
throughout interphase. Unusually, highly active gene clusters are seen to extend as 
chromatin loops that at their extremities might be many microns away from their 
associated chromosome territory (Volpi et  al. 2000), though these structures are 
seen in only a minority of cells and their dynamic behaviour and any biological 
significance remains to be defined. In this context, it is important to remember that 
techniques that have explored global chromatin dynamics using DNA-binding dyes 
or fluorescent chromatin-associated proteins show that DNA is dynamic in the 
distance range 0–1 mm but over lager distances the general spatial architecture of 
chromatin is rather static over many hours (Cremer and Cremer 2001).

Our present understanding of chromatin dynamics is inevitably complicated by 
apparent differences in the dynamic behaviour of global DNA and specific gene 
domains. A possible implication of this is that the dynamic behaviour of individual 
domains is easily masked when the generally immobile bulk chromatin is analysed. 
Importantly, as it is difficult to perceive a specific mechanism that is able to ‘direct’ 
chromatin movement through the nucleoplasm and towards a specific remote target 
sites the most likely mechanism must involve chromatin domains that are able to 
probe the local inter-chromatin space in order to continually sample the range of 
local microenvironments. If, during this process, gene promoters within an exposed 
chromatin domain encounter an environment that is permissive or optimal for 
expression the genes will be assimilated locally into the active site where other 
genes with similar demands for transcription factors might be found. How is this 
able to happen? The fact that it happens at all implies a functional mechanism – 
these structures are far too big to operate by diffusion and are blocked if nuclear 
motor functions are inhibited (Dundr et  al. 2007; Hu et  al. 2008). Even if only 
specific classes of genes that function within wide-scale gene networks are continu-
ally able to probe the local environment to find the most productive active sites the 
chromosome landscape will assume a preferred steady state organization that must 
reflect some optimal state of productive interaction.
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Mechanistically, there is some residual debate about mechanisms that result in 
gene association during transcription. In human cells, there is some evidence that 
co-associated genes are located at common nuclear speckles and that within these 
sites only a minority of genes interact with common transcription factories (Brown 
et al. 2008; Hu et al. 2008). However, more recent studies in mouse have shown that 
co-association occurs within factories and is dependent on specific transcription 
factors – the factor Klf1 (Kruppel like factor-1) provides a compelling test case – 
that are required to activate expression of the associated genes (Schoenfelder et al. 
2010). These apparent differences may be cell type specific but may also reflect the 
formation of intermediate steady state structures where the transcription factories 
define the primary sites of co-association and speckles provide a local domain where 
secondary meta-stable interactions might persist. Recent evidence for the 
co-association of genes within individual transcription factories appears to be 
decisive (Papantonis et al. 2010). This study looked at genes that were induced by 
treating human umbilical vein endothelial cells with the cytokine tumour necrosis 
factor (TNF). This factor induces expression of around 300 target genes that lie 
down-stream of the NF-kB signal transduction pathway. Two genes were chosen for 
analysis. The first, SAMD4A, was chosen because this long gene (with a 221 kbp 
transcript) was shown recently to be transcribed by elongating polymerase complexes 
that pass along the gene as a synchronised wave, such that for each gene copy only 
one elongating complex is present at a time (Wada et al. 2009). With an average 
transcription speed of ~3 kbp/min, this gene is engaged in transcription for at least 
60 min. The second gene, TNFAIP2, which is separated from SAMD4A by ~50 Mbp, 
was selected because this 11 kbp gene is transcribed in ~3 min. Using the 3C 
approach to probe co-association of these genes, this study showed that a 3C-based 
interaction between the genes could be mapped to pass down the SAMD4A gene as 
a wave that correlated precisely with the location of the elongating polymerase 
complex on that gene. Clearly this is only possible if the genes in question are held 
in close spatial proximity through their interactions with RNA polymerase within a 
common active site (Papantonis et al. 2010).

In coming years there is no doubt that unbiased genome-wide tools will be used 
to probe interaction domains within mammalian genomes at ever greater resolution. 
The potential power of this type of approach has been exemplified by a recent study 
that used a ‘Hi-C’ strategy to develop a genome-wide interact map (Lieberman-Aiden 
et al. 2009). Interactions were performed using the general 3C principle adapted for 
unbiased analysis with paired-end (Solexa) ultra-high volume sequencing. Analysis 
of the interaction networks confirmed the general separation of chromatin into two 
broad classes, which correlate with euchromatin and heterochromatin, and the 
localization of chromosome specific elements, consistent with the accepted models 
of chromosome distribution into discrete nuclear domains or territories. These 
observations provide important experimental validation of the basic strategy. 
Analysis of the interaction map at higher resolution revealed a general tendency for 
the formation of higher-order chromatin domains at a resolution of ~1 Mbp. These 
presumably correspond with DNA foci, which have been known for many years to 
correspond with higher order domains of both nuclear structure and function 
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(Jackson and Pombo 1998; Cremer and Cremer 2001). Interestingly, while DNA 
foci have been shown to be stable structure there is as yet no robust analysis of 
domain boundaries. Perhaps the Hi-C strategy with a higher density of sequence 
reads would provide important insight into the location and stability of higher-order 
chromatin domains in mammalian cells.

Unbiased multi-C approaches hint at the complexity of interactions that might 
be engaged by a specific gene locus. However, it is important to understand that 
these experiments will generally involve huge cell populations (typically >106) so 
provide information about the possibility of interaction rather than details about the 
frequency of interactions within individual cells. Analysis of the efficiency of 
interaction is only possible if contacts between putative interaction partners can be 
visualized within individual cells. Fluorescent in situ hybridization (FISH) 
techniques allow interactions between specific domains to be mapped, and many 
experiments have confirmed the frequency of interaction between pairs and 
sometimes groups of three genes (discussed above). However, the incidence of 
pair-wise interactions implies that at some sites more than three related genes might 
interact within common transcription factories (Schoenfelder et al. 2010). To date, 
technical limitations have hampered our ability to define the extent of 
inter-chromosomal interactions within gene networks. However dynamically 
promiscuous gene domains might turn out to be, our present understanding of 
chromatin dynamics, the structure of chromosome territories and the organization 
of the synthetic centres within transcription factories suggest that the upper limit 
for local gene interaction will be around ten. Whether such network interactions 
lead to stable repositioning of chromatin loops once the primary interaction are 
formed or can dynamically refold towards the dissociated ground state once 
transcription terminates remains to be confirmed – to date the dynamic relocation 
of specific gene loci has not been visualized in living cells. Despite such questions, 
it is clear that the analysis of transcription-dependent gene associations will yield 
surprises for many years to come.

7.6 � Global Nuclear Organization

Many of the features discussed above imply that nuclei are ordered and that sites 
such as factories (Cook 2010), speckles (Lamond and Spector 2003) and even 
transcription factor hotspots are organized in nuclear space by interaction with 
structural nuclear elements that in extracted cells are revealed as the nuclear 
matrix (Berezney et al. 1996) or nucleoskeleton (Cook 1999). Such a structured 
view of nuclear organization does, however, appear to contradict the possibility 
that large chromatin domains, and in rare cases entire chromosomes, might be 
able to engage new active sites during changes/reprogramming of gene 
expression. The movement of a complete chromosome during interphase would 
represent an unprecedented level of nuclear remodelling that normally would 
only be seen during cell division. How to resolve the apparent conflict between 
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chromatin dynamics and stable nuclear structures is a difficult question, which 
justifies our efforts to understanding the molecular principles that drive nuclear 
structure and function.

A useful way of approaching this question is to think about nuclei as containing 
two major compartments: the chromatin-rich and inter-chromatin domains 
(Lanctôt et al. 2007). The chromatin-rich compartment typically occupies 40–50% 
of the nucleus in a proliferating mammalian cell. DNA within this compartment is 
folded into a series of higher-order structures, with DNA foci that contain roughly 
1 Mbp of DNA representing a major feature of both structure and function (Cremer 
and Cremer 2001). The local organization of foci within chromosome territories 
defines a preferred steady state for the local organization, though it is important to 
realise that this can be quite plastic, so that the structure of a region may vary from 
cell to cell (Shopland et  al. 2006). Mammalian genomes have been known for 
many years to be organized at even higher levels into to chromosome bands that 
have variable sizes, mostly in the range 2–20 Mbp of DNA. These bands are 
defined in broad terms by their functional properties, with chromosomal R-bands 
being gene-rich and transcriptionally active and G-bands relatively gene-poor and 
more often synthetically inert. Notably, the distribution of foci within the active 
and inactive compartments is characteristic and distinct (Goetze et  al. 2007; 
Fig. 7.2). Key points to be noted in these typical foci is that they are folded locally 
to occupy sub-domains within the relevant chromosome territory – the fact that 
territories approximate to ellipsoids in structure presumably reflects an innate 
features of the way their constituent parts interact. Most notably, chromatin 
domains within active chromosomal regions are more dispersed that those in inert 
chromatin, so that active regions typically occupy ~3–5-fold large volumes. In 
addition, while the foci with euchromatin domains are known to be locally 
dynamic, the mobility of foci in heterochromatin is restricted by local clustering 
of foci (Fig. 7.2). This organization also drives a local polarization of CTs, so that 
in broad terms the active chromatin domains located towards the nuclear interior 
and inactive ones towards the nuclear periphery.

There is compelling evidence that active sites of nuclear function are 
associated with the nucleoskeleton (Cook 1999) and related nuclear matrix 
(Berezney et al. 1996). While the nuclear and cytoplasmic compartments contain 
proteins with common structural properties their components and functions are 
clearly unique. The cytoskeleton is composed of actin nicrofilaments, myosin 
microtubles and a network of intermediate filaments. Though these components 
have specific roles the networks interact to form an integrated functional entity. 
Members of the relevant protein families are also found in nuclei. Nuclear 
specific variants of actin and myosin have been described (de Lanerolle et  al. 
2005). However, while these proteins have similar functions to their cytoskeletal 
counterparts, with fundamental roles in nuclear dynamics (Dundr et al. 2007; Hu 
et  al. 2008), there is to date no compelling evidence that these proteins are 
present within extensive filament networks. The nuclear intermediate filaments 
(IF) are a nuclear specific form of class V IF that is populated by the nuclear 
lamin proteins (Gruenbaum et al. 2003). Four major lamin proteins (and minor 
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splice variants) are found in human cells: lamins A, B1, B2 and C. As in the 
cytoskeletal IF networks, the nuclear lamin proteins are known to form extended 
filaments with similar structural properties to the cytoskeletal filaments. The 
lamin network is most elaborate along the inner face of the nuclear membrane 
and there is some evidence that an internal but diffuse network provides the core 
structure of the nucleoskeleton.
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Lamin proteins have been shown to support a number of essential nuclear roles 
(Dechat et al. 2008). The most widely agreed role is in preserving the integrity of 
the nuclear compartment, by maintaining the shape and mechanical stability of the 
nucleus. Most notably, cells deficient in expression of A-type lamins, as well as 
mutants expressed in some laminopathies (Dauer and Worman 2009) – notably 
Emery-Dreifuss muscular dystrophy – display severely impaired mechanotransduction 
and reduced mechanical stiffness. There is evidence also that the structure of the 
nucleoskeleton contributes to global integrity of the structural cellular networks, 
with reduced lamin expression leading to defects in cell migration (Dechat et al. 
2008). Phenotypes seen in other laminopathies imply that normal expression of the 
nuclear lamin proteins is required to maintain global nuclear architecture and 
normal patterns of gene expression for some genes. Rare premature ageing 
syndromes (Ding and Shen 2008) such as Hutchinson-Gilford progeria syndrome 
(HGPS) provides a most intriguing example of how defect in behaviour of lamin 
proteins can have profound consequences for nuclear organization and function. In 
the most prevalent mutation seen in this syndrome, a single nucleotide substitution 
(1824 C>T) in LMNA results in activation of a cryptic splice site, which generates 
a mutant lamin A protein that lack 50 amino acids at its C terminus. This mutant 
protein has compromised processing with abnormal membrane association, 
disorganization of the nuclear periphery, particularly regarding the structure of the 
heterochromatin compartment, and alterations in nuclear shape. In addition to these 
structural changes, progeria cells express profound mitotic defects, with delayed 
cytokinesis and nuclear reassembly, defective chromosome segregation and 
formation of binucleate cells (Cao et al. 2007).

As well as these structural and related organizational nuclear roles the nuclear 
lamin has also been implicated in essential nuclear functions (see Dechat et al. 2008 
for review). Relevant to gene expression, initial studies showed that a dominant 
negative mutant of lamin A was able to disrupt the structure of the lamin network 
and leave cells with severely compromised RNA synthesis. Later work used RNA 
interference to deplete the different lamin proteins and showed that loss of lamin 
B1, but not B2 or the A-type lamins, resulted is severe transcriptional defects (Tang 
et al. 2008). Notably, the deterioration in assembled lamin B1 correlated first with 
the decline is transcription by RNA polymerase II and later loss of RNA polymerase 
I activity within nucleoli (Tang et al. 2008; Martin et al. 2009). In the latter case, 
falling lamin B1 concentrations correlated with the gradual deconstruction of the 
active transcription centres within nucleoli and isolation of purified nucleoli 
showed these active centres to contain lamin B1 under normal conditions. The 
interpretation of these studies was that nuclear structures that contain lamin proteins 
and essentially lamin B1 are required for the assembly of active sites of RNA 
synthesis, perhaps because they provide structures that contribute to the organization 
of the active sites.

Many proteins that interact both directly and indirectly with the nuclear lamin 
networks define the functional properties of the lamin proteins (Schirmer and 
Foisner 2007). Many such proteins have been characterised, and key players such 
as emerin, lamin B receptor, BAF and the lamin associated proteins LAP1 and 
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LAP2 a/b are known to play fundamental roles in global nuclear and chromatin 
organization. Different lamin-associated proteins regulate lamin interactions at the 
nuclear periphery and within the nuclear interior. Analysis of chromatin domains 
that are able to interact with the nuclear periphery provides an interesting insight 
into major interactions at the nuclear edge. The approach used is to tag an 
ectopically expressed lamin or lamin-associated protein with a bacterial DNA 
methylase (Guelen et al. 2008). The methylase is expressed in the vicinity of the 
assembled lamin filaments so that any chromatin that comes into close contact will 
be methylated. As the methylation is specific to the bacterial enzyme used there is 
no relevant demethylase, so that the novel Me residues provide a stable memory of 
DNA regions that have interacted with the lamina; to build a comprehensive picture 
of the entire interactome samples are generally analysed after expressing the 
methyalse for many hours. In human cells, hotspot of lamin interaction correlate 
broadly with heterochromatin regions, showing that in the preferred steady-state 
organization heterochromatin is located in the vicinity of the most lamin-rich 
nuclear domains, at the nuclear periphery. Interestingly, the lamin-associated 
chromatin domains also reveal clues about the structural constraints that define the 
different chromatin compartments. In particular, the boundaries of the lamin associated 
domains can be shown to represent transition regions between the lamin associ-
ated domains that contain a very low density of the boundary forming chromatin 
factor CTCF (Guelen et al. 2008). In recent years, the insulator protein CTCF has 
emerged as a good candidate to define boundary elements that punctuate the 
genome to form higher-order chromatin domains (West and Fraser 2005; Phillips 
and Corces 2009). Intriguingly, sites of CTCF binding have also been shown to be 
sites of cohesin accumulation, suggesting that they might assume special structural 
properties that contribute to architecture of chromatin loops (Hadjur et al. 2009). In 
addition, hotspots of CTCF binding have been shown to establish unique features 
in the local chromatin environment, which might contribute to the formation of 
higher-order chromatin conformations.

7.7 � Modelling Gene Expression

As our knowledge of nuclear organization continue to evolve it becomes imperative 
to explore how our understanding of the links between nuclear structure and 
function can contribute to any desire to develop holistic understanding of gene 
expression programmes, particularly in light of developing ideas about gene expression 
networks.

From the complexities discussed above, it is clear that the development of 
anything approaching a holistic understanding of nuclear function will be an 
immense task that will inevitably involve the development of novel in silico tools 
and sophisticated modelling approaches. For higher eukaryotes, present models of 
gene expression are at a preliminary developmental stage. Good examples of the 
early models centre of key regulators of cell proliferation/death, notably p53 
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(Geva-Zatorsky et  al. 2006), nuclear factor-kappaB (NF-kB; Nelson et  al. 2004; 
Ashall et al. 2009) and the cell cycle machinery (Conradie et al. 2010). The NF-kB 
network is an especially exciting system as the signalling and linked gene expression 
network interact with other networks that regulate proliferation, cell cycle, genome 
stability and apoptosis. Though the NF-kB network is one of the most complex 
mammalian systems for which a predictive model has been developed the model is 
still limited by information on the relative contribution of different features of 
nuclear organization. The present models are based on available parameters of the 
network components such as concentration, kinetic constants and association/
dissociation rates and focus on the behaviour of the signalling network based on 
the ability of NF-kB complexes to interact with target genes following induction. 
In cells prior to induction, NF-kB is retained in the cytoplasm through its interaction 
with the inhibitor of kB (IkB). Following signal induction, a membrane-associated 
receptor complex is activated and this results in activation of Ikkinase (IkK), which 
then phosphorylates targets within the IkB-NF-kB complex. IkB is targeted for 
degradation and the NF-kB then moves to the nucleus to activate target genes. For 
genes that are tagged with suitable reporter, the activation of gene expression can 
be monitored by protein expression and mathematical back-calculations used to 
simulate events at individual promoters. A key feature of the published models 
(Nelson et al. 2004; Ashall et al. 2009) is the events that cause the signalling to 
switch off. In this system, a number of feedback loops result from the activity of 
NF-kB target genes. Three proteins, IkBa, IkBe and A20 are activated at different 
times by NF-kB. The IkB isoforms turn off signalling by recruiting NF-kB back 
into the cytoplasm, switching of NF-kB signalling once sufficient copies of the 
inhibitor proteins have been made (human cells have about 65,000 copies of NF-kB 
so expression of the required number of inhibitor molecules is estimated to require 
at least 1 h). The A20 induction loop feeds back into the signal transduction pathway 
as an inhibitor of IkK. Together these three feedback loops provide a integrated off 
switch which because of its complexity has the added value of generating biological 
heterogeneity into the network, which could be an important factor in modulating 
cell physiology.

Present models incorporate signalling kinetic and concentrations of the key 
signalling components but have many missing features that will modulate behav-
iour of the system. For example, there is a profound lack of understanding as to 
how different post-translational modifications to NF-kB components – there are 
five transcription factors that can form different homo- and heterodimers and these 
are differentially modified and stabilized into response to different signalling 
inputs – influence the spectrum of target gene expression. There is only limited 
information on how the chromatin environment and changes that occur at different 
target gene promoters might influence the process of activating gene expression 
and for most target genes (there are at least 300) the pathway and timing of recruit-
ment of factors to the promoters is unknown. In addition, we have no reliable 
information on how higher-order chromatin architecture influences the patterns of 
gene activation and if the levels of expression involve the formation of interacting 
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gene expression networks, as described above. Finally, direct visualization and 
quantification of nascent transcripts in single cells is needed to reveal the precision 
with which transcription is activated at specific target genes and define the need to 
incorporate deterministic or stochastic features into the modelling framework. 
From this simplistic appraisal of the modelling activities it is clear that our ability 
to think about nuclei as complex but highly integrated machines is still extremely 
limited. Even so, the recognition of these limitations, based on recent advances in 
understanding nuclear organization, will inevitable stimulate the discovery of ever 
more exciting developments for many years to come.
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