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#### Abstract

We construct a generalized system by introducing an additional long-range hopping to the well-known Su-Schrieffer-Heeger (SSH) model. This system exhibits richer topological properties including non-trivial topological phases and associated localized edge states. We study the zero-energy edge states in detail and derive the edge-state wave functions using two different methods. Furthermore, we propose a possible setup using octupole moments optically excited on an array of dielectric particles for the realization of the system, and by adjusting the coupling strengths between neighboring particles we can control the hotspots (near-field enhancement) in such structures.
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## 1. Introduction

One of the most important advances in recent decades in condensed matter physics has been the theoretical prediction [1,2] and experimental confirmation [2] of a new phase of matter called the "topological insulator". A topological insulator does not conduct current through the bulk, but its surface can conduct electricity without dissipation or back-scattering, even in the presence of large impurities. The first example of this was the integer quantum Hall effect, discovered in 1980. The discovery of topological insulator allows significant advances in spintronics [3-5], photonics devices [6] and quantum computing [7-10].

One of the simplest topological insulator models was proposed by Su, Schrieffer and Heeger in 1979 [11] which describes a particle hopping in 1D lattice with staggered hopping constants. It has been extensively studied both theoretically and experimentally. The starting point of this article is to extend the SSH model by adding additional hopping which preserves chiral symmetry. Although the extended SSH model with long-range hopping has already been investigated in a general sense [12], some important aspects of such generalization were overlooked. Here we study a specific model containing rich quantum phases protected by symmetries. Unlike SSH model, this system has two topologically non-trivial topological phases with winding number $\mathcal{W}= \pm 1$. This system supports localized zero-energy edge states associated with each non-trivial phase which exhibit non-monotonous spatial decay. We study the topological phases and associated edge states of this system in detail.

Another aspect of special interest in topological insulators are experimental implementations and demonstrations with artificial matter setups. Such demonstrations have been performed by engineering photonic crystals and metamaterials with synthetic magnetic fields and spin-orbit interactions [13-16], cold atoms and ions [17-19], plasmonic systems [20-23] and superconducting circuits [24-29]. These systems often employ periodic driving as a tool to engineer the effective

Hamiltonian. We will also propose a possible realization of our model using nanoparticles based on polarization-dependent interactions between resonant modes of its structural elements.

This paper is organized as follows. In Section 2, the setup of our model is described, and its topological phases are characterized using the winding number. This system possesses chiral symmetry, which implies the existence of zero energy localized edge states when the system falls into topologically non-trivial phases, thus in Section 3 we derive the wave functions of these edge states using two different methods. In Section 4, we discuss a possible realization of this system using an array of nanoparticles. Finally, we present a summary and conclusion in Section 5.

## 2. SSH Model With Long-Range Hopping

Similar to the standard SSH model, we consider a particle hopping in a 1D lattice (see Figure 1) which consists of N unit cells, each hosting two sites, A (blue) and B (red). The intra-cell and nearest-neighbor inter-cell hopping amplitudes are denoted by v and w, respectively. Furthermore, we introduce an additional hopping which connects sub-lattice A to sub-lattice B nonadjacent in two neighboring unit cells whose amplitude is denoted by $\mathbf{z}$, as shown in Figure 1.


Figure 1. Schematic of the extended SSH model.

A single-particle Hamiltonian of this system can be expressed as follows

$$
\begin{equation*}
H=\sum_{j=1}^{N}\left(v c_{B, j}^{\dagger} c_{A, j}+w c_{A, j+1}^{\dagger} c_{B, j}+z c_{B, j+1}^{\dagger} c_{A, j}\right)+h . c . \tag{1}
\end{equation*}
$$

where $c_{A, j}$ and $c_{B, j}$ stand for the annihilation operators of electron in sub-lattices A and B in the $j$ th $(j \in\{1,2, \ldots, N\})$ unit cell, respectively. For simplicity, we set the hopping amplitudes to be real and non-negative. If the hopping amplitudes carried phases, the phase can always be gauged away by redefining the base states. The thermodynamical limit, $N \rightarrow \infty$, determines the most important properties of the model. To approach this thermodynamical limit, we can use the periodic boundary condition by simply closing the chain into a ring. With this boundary condition, the Hamiltonian can be transformed into momentum-space basis using

$$
\begin{align*}
& c_{A, j}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k j} a_{k} \\
& c_{B, j}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k j} b_{k} \tag{2}
\end{align*}
$$

we can express Equation (1) as $H=\sum_{k} \psi_{k}^{\dagger} H(k) \psi_{k}$ where $\psi_{k}$ is defined as $\psi_{k}=\left(a_{k}, b_{k}\right)^{T}$ and $H(k)$ is the momentum-space Hamiltonian

$$
H(k)=\left(\begin{array}{cc}
0 & \rho(k)  \tag{3}\\
\rho^{*}(k) & 0
\end{array}\right), \quad \rho(k)=v+z e^{i k}+w e^{-i k}
$$

The eigenvalue of $H(k), E(k)$, can be easily derived

$$
\begin{align*}
E(k) & = \pm|\rho(k)| \\
& = \pm \sqrt{v^{2}+w^{2}+z^{2}-2 w z+2 v(w+z) \cos k+4 w z \cos ^{2} k} \tag{4}
\end{align*}
$$

and provides with the dispersion relation of this system.
Introducing the vector of Pauli matrix $\sigma=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right), H(k)$ can be expressed in a compact form

$$
\begin{equation*}
H(k)=\boldsymbol{d}(k) \cdot \sigma \tag{5}
\end{equation*}
$$

with $\boldsymbol{d}(k)=\left(d_{x}, d_{y}, d_{z}\right)=(v+z \cos k+w \cos k, w \sin k-z \sin k, 0)$. Since vector $\boldsymbol{d}(k)$ is lying in $d_{x}-d_{y}$ plane only, the chiral symmetry $\sigma_{z} H(k) \sigma_{z}=-H(k)$ is preserved similar to the original SSH model. When $k$ runs through the Brillouin zone from 0 to $2 \pi$, the endpoint of $\boldsymbol{d}(k)$ traces out a closed loop in $d_{x}-d_{y}$. For our system, this loop is an ellipsoid centered at point $(v, 0)$, and the lengths of semi-major axis and semi-minor axis are $|w+z|$ and $|w-z|$, respectively. The winding number $\mathcal{W}$ is defined as the number of times this loop winds around the origin of the plane, expressed as

$$
\begin{equation*}
\mathcal{W}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left(\tilde{d} \times \frac{d}{d k} \tilde{d}(k)\right)_{z} d k \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{d}=\frac{d}{|d|} \tag{7}
\end{equation*}
$$

is the projection of the closed loop onto a circle. This winding number can be written as an integral, using the complex $\log$ arithm function $\log \rho(k)=\log |\rho|+i \operatorname{Arg} \rho$. It can be proved that

$$
\begin{equation*}
\mathcal{W}=\frac{1}{2 \pi i} \int_{-\pi}^{\pi} d k \frac{d}{d k} \log \rho(k) \tag{8}
\end{equation*}
$$

From the mathematical point of view, the argument principle says that the derivative of $\log \rho(k)=$ $\log |\rho|+i \operatorname{Arg} \rho$ where the total change in $\log |\rho|$ is zero for a closed contour counts the number of zeros / poles inside the contour with multiplicity weighted by the winding number. Simple computation yields the exact value of the winding number for systems with different parameters

$$
\mathcal{W}= \begin{cases}0, & |w+z|<v  \tag{9}\\ 1, & |w+z|>v \text { and } w>z \\ -1, & |w+z|>v \text { and } w<z\end{cases}
$$

and the phase diagram is shown in Figure 2. The Zak phase [30], an analogue of the Berry phase for 1D systems, also carries important information about the system. Here, the Zak phase is related to the phase factor $\phi(k)$ associated with $\rho(k)$ as $\rho(k)=|\rho(k)| e^{-i \phi(k)}$ which is given by

$$
\begin{equation*}
\cot \phi(k)=\frac{v}{(w-z) \sin k}+\frac{(w+z) \cot k}{w-z} \tag{10}
\end{equation*}
$$

And the Zak phase is defined as

$$
\begin{equation*}
\mathcal{Z}=\frac{1}{2} \oint d k \frac{d \phi}{d k}=\frac{\Delta \phi}{2} \tag{11}
\end{equation*}
$$

where $\Delta \phi$ is the total variation in phase $\phi(k)$ when $k$ varies across the full Brillouin zone.


Figure 2. Phase diagram indicating the topological phases characterized by the winding number for systems with different hopping parameters. Yellow, red, and green represent $\mathcal{W}=-1,0$ and 1 respectively.

Topological phase transitions are always accompanied by closing of the energy band gaps. For our model, we show in Figure 3 the dispersion relation together with the corresponding trajectory of $\hat{\boldsymbol{d}}(k)$ for the system with nine different choices of parameters $w, v$ and $z$. In the first, second, and third line, $v, w, z$ satisfy $v>w+z, v=w+z$ and $v<w+z$ respectively. In column 1 and 3 , systems from top to bottom experience phase transitions from topologically trivial states to topologically non-trivial states, and there are closes of band gaps accompanying these transitions as shown by the cases in the second column. There is also a phase transition from $\mathcal{W}=-1$ to $\mathcal{W}=1$ as shown in the third row, and the close of the band gap associated with this transition manifests in Figure 3h in between.

In our model, only additional couplings ( $z$ ) between 1 and 4 sites ( 3 and 6,5 and 8 , etc.) are considered. It seems natural to consider a simpler geometry with additional couplings between 1 and 3 sites ( 2 and 4,3 and 5, etc.). In the case of this second neighbor coupling, assume that the coupling strength between $i$ th and $(i+2)$ th sites is $z_{2}$, then the momentum-space Hamiltonian reads

$$
H_{2}(k)=\left(\begin{array}{cc}
2 z_{2} \cos k & v+w e^{-i k}  \tag{12}\\
v+w e^{i k} & 2 z_{2} \cos k
\end{array}\right)
$$

Chiral symmetry is absent in this Hamiltonian, thus such 1D lattices support no zero-energy edge state. In general, in order to preserve chiral symmetry, no coupling between $i$ th and $(i+n)$ th sites where $n$ is an even number is allowed. However, odd couplings between site $2 m-1$ and $(2 m-1)+(2 n+1)$ (i.e., subsite A in the $m$ th unit cell and subsite B in the $(m+n)$ th unit cell) where $m$ enumerates the unit cells are allowed for all integer $n$ if the chain is sufficiently long. The single-particle Hamiltonian of the generalized system with odd couplings can be expressed in the following form

$$
\begin{equation*}
H_{o}=H_{s s h}+\sum_{j=1}^{N} \sum_{n=1} z_{n} c_{B, j+n}^{\dagger} c_{A, j}+\text { h.c. } \tag{13}
\end{equation*}
$$

where $H_{s s h}$ is the Hamiltonian for the standard SSH model and $z_{n}$ denotes the coupling strength between site $2 m-1$ and $(2 m-1)+(2 n+1)$ for every unit cell $m$. In this paper, we focus on the simplest system with the odd coupling $z$ between site 1 and 4 ( 3 and 6,5 and 8 , etc.).
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Figure 3. Dispersion relations, Equation (4) together with the corresponding vector $\boldsymbol{d}(\boldsymbol{k})$, Equation (5), on $d_{x}-d_{y}$ plane as the wavenumber $k$ is swept across the Brillouin zone, for nine different settings of hopping amplitudes: (a) $v=1.5, w=0.3, z=0.7 ;(\mathbf{b}) v=1.5, w=0.5, z=0.5 ;(\mathbf{c}) v=1.5, w=0.7$, $z=0.3 ;(\mathbf{d}) v=1, w=0.3, z=0.7$; (e) $v=1, w=0.5, z=0.5 ;(\mathbf{f}) v=1, w=0.7, z=0.3 ;(\mathbf{g}) v=0.6$, $w=0.3, z=0.7 ;(\mathbf{h}) v=0.6, w=0.5, z=0.5 ;(\mathbf{i}) v=0.6, w=0.7, z=0.3$.

In systems with chiral symmetry, two states being chiral partners of each other must occur together. Bulk-edge correspondence (BEC), a theme in the theory of topological insulator, refers to a one-to-one correspondence between the topological invariant and the number of edge modes in a topologically non-trivial system. In a 1D chiral-symmetric lattice, the winding number is the topological invariant and it equals to the net number of edge modes on sub-lattice $A$ at the left edge, $N_{A}-N_{B}$, where $N_{A}$ is the number of edge mode of sub-lattice $A$ and $N_{B}$ is that of sub-lattice $B$, read from left [31]. When our system supports winding number $\mathcal{W}=1$ and -1 there is one edge mode, localized in sub-lattice A and $B$ respectively seen from the left. Since each chiral pair is associated with opposite energies $\pm E$, and this single edge mode should satisfy it as well, thus $E=0$. With zero energy, the wave functions of the edge states can be explicitly calculated without solving the eigen-problems. In the next section, we derive and characterize these edge states using two different methods, one incorporating the Zak phase and another one directly from the Hamiltonian.

## 3. Properties of the Edge States

### 3.1. Method 1: Edge-State Wave Functions Incorporating Zak Phase

As stated above, the edge states have zero energy and if forcing the bulk dispersion relation Equation (4) to be zero, i.e., $E\left(k_{0}\right)=0$, what information does this $k_{0}$ carry? In the rest of this section, it will be shown that the profile of the edge-state wave function can be easily obtained once $k_{0}$ is known. Noting that we are studying edge states which only occur in a topologically non-trivial system where the band gap of the dispersion relation is open, forcing the dispersion relation to be zero (a value inside the band gap) returns a complex number $k_{0}$ :

$$
\begin{equation*}
k_{0}=-i \ln \left|\delta+\sqrt{\delta^{2}-1}\right|+\operatorname{Arg}\left(\delta+\sqrt{\delta^{2}-1}\right), \quad \delta=\frac{-v(w+z)}{4 w z}+\frac{|w-z|}{4 w z} \sqrt{v^{2}-4 w z} \tag{14}
\end{equation*}
$$

is a solution of $E\left(k_{0}\right)=0$. The real and imaginary part of $k_{0}$ have been plotted in Figure $4 \mathrm{a}, \mathrm{b}$, respectively, as functions of $w / v$ and $z / v$ in the topologically non-trivial regime, i.e., $z / v+w / v>1$. The real part of $k_{0}$ is strictly $\pi$ when $v^{2}-4 w z \leq 0$ and decreases with increasing $w$ and $z$. We will show later that in the regime $v^{2}-4 w z \leq 0$, the coefficient amplitude for any edge state is strictly monotonic. The imaginary part equals to zero when $z=w$ which denotes the boundary of topological phase transition while decreases along $v^{2}-4 w z=0$ with increasing $w$ and $z$.


Figure 4. (a) Real part and (b) imaginary part of the complex number $k_{0}$, plotted as functions of $w / v$ and $z / v$ in the topologically non-trivial regime, i.e., $z / v+w / v>1$. The green area in each plot corresponds to topologically trivial region with winding number $\mathcal{W}=0$. The regions with $\mathcal{W}=-1$ and 1 are also labeled in the figures. Note that, as shown in $(\mathbf{b})$, phase transition occurs at $\operatorname{Im}\left(k_{0}\right)=0$ where $\gamma_{A}^{m}$ dose not decay, i.e., the localized edge states vanish.

A general expression of wave functions on a dimerized 1D open lattice is given by [30]

$$
\begin{equation*}
\left|v_{ \pm}(k)\right\rangle=\frac{i}{\sqrt{M}} \sum_{m}\binom{\sin [k m-\phi(k)]}{ \pm \sin (k m)} \cdot(|m, A\rangle,|m, B\rangle) \tag{15}
\end{equation*}
$$

where $M$ is the total number of unit cells in the finite chain, $|m, A / B\rangle$ denotes the orbital $A / B$ in the $m$ th cell and $\phi(k)$ is the Zak phase. Using $\phi(k)$ in Equation (10), the wave function Equation (15) above transforms into

$$
\begin{equation*}
\left|v_{ \pm}(k)\right\rangle=\frac{i}{\sqrt{M}} \sum_{m}\binom{\gamma_{m}^{A}}{\gamma_{m}^{B}} \cdot(|m, A\rangle,|m, B\rangle) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\binom{\gamma_{m}^{A}}{\gamma_{m}^{B}}=\binom{[w \sin (m-1) k+v \sin m k+z \sin (m+1) k] /|\rho(k)|}{ \pm \sin (k m)} \tag{17}
\end{equation*}
$$

We only need to study the probability amplitude of one sub-lattice, since the other one can be obtained via the inversion symmetry, starting in the opposite direction. Here, $\gamma_{m}^{A}$ is the coefficient of interest. It can be expressed in the polar form as

$$
\begin{equation*}
\gamma_{m}^{A}=\frac{1}{2 i|\rho(k)|}\left(e^{i m k}\left(w e^{-i k}+v+z e^{i k}\right)-e^{-i m k}\left(e^{i k}+v+z e^{-i k}\right)\right)=\frac{\operatorname{Im}\left(e^{i m k} \rho(k)\right)}{|\rho(k)|} \tag{18}
\end{equation*}
$$

Writing $e^{i m k}$ as $e^{i m k}=e^{i m(\operatorname{Re}(k)+i \operatorname{Im}(k))}$ and $\rho(k)$ as $\rho(k)=|\rho(k)| e^{-i \phi(k)}, \gamma_{m}^{A}$ can also be written as a composition of a sine wave and an exponential function:

$$
\begin{equation*}
\gamma_{m}^{A}=e^{-\operatorname{Im}(k) m} \sin (\operatorname{Re}(k) m-\phi(k)), \tag{19}
\end{equation*}
$$

This form clearly demonstrates the roles of $\operatorname{Im}(k), \operatorname{Re}(k)$ and $\phi(k): \operatorname{Im}(k)$ characterizes the exponential decay rate of the wave function along the chain, $\operatorname{Re}(k)$ describes the period of oscillation, and $\phi(k)$ defines the initial phase of the sine wave. Plugging the wavenumber $k_{0}$, Equation (14), into Equation (19), one gets the wave function of the edge state. The form of Equation (19) also illustrates how the energy of a zero-energy wave incident the 1D lattice is dissipated during its travel; the coefficient of this wave decays exponentially with periodic fluctuations. Indeed, energy dissipation is the reason the edge state falls into the band gap of the energy spectrum; a wave with energy in the band gap is not propagating without loss, thus giving rise to a localized state showing a signature of dissipation. By carefully adjusting the parameters $v, w, z$ of our system, we can design the profile of the localized edge state by choosing the exponential decay rate and period of oscillation.

There is a special case $v^{2}-4 w z \leq 0$, as shown in Figure 4 a, where the real part of $k_{0}$ is strictly $\pi$, then $k_{0}$ can be expressed as $k_{0}=\pi+i \lambda$ where $\xi=1 / \lambda$ is the localization length of the edge state [30]. And the wave function Equation (16) can be written in terms of $\lambda$, as

$$
\begin{align*}
\left|v_{k, \pm}^{e}\right\rangle & =\frac{1}{\sqrt{M}} \sum_{m}(-1)^{m+1}\binom{\chi_{m}^{A}}{\chi_{m}^{B}} \cdot(|m, A\rangle,|m, B\rangle) \\
\binom{\chi_{m}^{A}}{\chi_{m}^{B}} & =\binom{[-w \sinh (m-1) \lambda+v \sinh m \lambda-z \sinh (m+1) \lambda] /|\rho(k)|}{ \pm \sinh (m \lambda)} \tag{20}
\end{align*}
$$

Since our finite open chain has $M$ unit cells, the boundary condition that the wave function vanishes on subs-lattice $A$ at the $(M+1)$ th unit cell requires that

$$
\begin{equation*}
w \sinh M \lambda+z \sinh (M+2) \lambda-v \sinh (M+1) \lambda=0 \tag{21}
\end{equation*}
$$

When the number of unit cell M is large, Equation (21) gives

$$
\begin{equation*}
\exp (-\lambda) \approx \frac{v}{2 w} \pm \frac{\sqrt{v^{2}-4 w z}}{2 w} \tag{22}
\end{equation*}
$$

The $\pm$ sign implies the edge-state amplitude $\chi_{A}$ contains a combination of two hidden exponential functions with real exponents, and it can be proved that $\left|\chi_{A}\right|$ is strictly monotonic.

### 3.2. Method 2: Exact Solutions of Zero-Energy Edge States

In this section, we present a method to exactly calculate the discrete edge-state wavevector and the approximation of the wavevector to a continuous function in the thermodynamic limit, $N \rightarrow \infty$. We derive it without solving for the complex wavenumber $k_{0}$, which is cumbersome in a general case. In the thermodynamical limit $N \rightarrow \infty$, the wave function of the zero-energy edge state can be exactly calculated in the absence of translational invariance [31]. When the Hamiltonian (Equation (1)) acts on the zero-energy edge state $|\psi\rangle$, it gives

$$
\begin{equation*}
\hat{H}|\psi\rangle=0 \tag{23}
\end{equation*}
$$

The edge-state wave vector can be written as

$$
\begin{equation*}
|\psi\rangle=\sum_{m=1}^{N}\left(A_{m} c_{A, m}^{\dagger}+B_{m} c_{B, m}^{\dagger}\right)|0\rangle \tag{24}
\end{equation*}
$$

where $m$ enumerates the unit cell indexes, $A_{m}$ and $B_{m}$ are the coefficients of the wave function on sub-lattice A and B of the $m$ th unit cell respectively, $|0\rangle$ denotes the vacuum state and $N$ is the number of unit cells. Equation (23) can be expanded into

$$
\begin{align*}
\hat{H}= & \left(\sum_{m=2}^{N-1}\left(v A_{m}+w A_{m+1}+z A_{m-1}\right) c_{B, m}^{\dagger}+\left(v A_{1}+w A_{2}\right) c_{B, 1}^{\dagger}+\left(v A_{N}+z A_{N-1}\right) c_{B, N}^{\dagger}\right. \\
& \left.+\sum_{m=2}^{N-1}\left(v B_{m}+w B_{m-1}+z B_{m+1}\right) c_{A, m}^{\dagger}+\left(v B_{1}+z B_{2}\right) c_{A, 1}^{\dagger}+\left(v B_{N}+w B_{N-1}\right) c_{A, N}^{\dagger}\right)|0\rangle=0 \tag{25}
\end{align*}
$$

To make this equal to 0 , the coefficient in front of every independent term must be equal to 0 , which gives $2 N$ linear equations:

$$
\begin{gather*}
v A_{m}+w A_{m+1}+z A_{m-1}=0  \tag{26a}\\
v B_{m}+w B_{m-1}+z B_{m+1}=0 \tag{26b}
\end{gather*}
$$

( $m=2,3, \ldots, N-1$ ) for the bulk, and

$$
\begin{array}{r}
v A_{1}+w A_{2}=0 \\
v A_{N}+z A_{N-1}=0 \\
v B_{1}+z B_{2}=0  \tag{27}\\
v B_{N}+w B_{N-1}=0
\end{array}
$$

at the boundary. Since $B_{m}=A_{N-m}$ due to inversion symmetry, it is sufficient to solve the amplitude for sub-lattice $A_{m}$, and then $B_{m}$ can be obtained accordingly by labeling the indexes of the unit cells from the opposite direction. Solving the recurrence formula Equation (26a) (see Appendix A), we get

$$
\begin{equation*}
A_{m}=\frac{A_{1}\left(\Lambda_{1} \Lambda_{2}^{m-1}-\Lambda_{2} \Lambda_{1}^{m-1}\right)+A_{2}\left(\Lambda_{1}^{m-1}-\Lambda_{2}^{m-1}\right)}{\Lambda_{1}-\Lambda_{2}} \tag{28}
\end{equation*}
$$

for $m=3,4, \ldots, N-1$, where

$$
\begin{equation*}
\Lambda_{1}=\frac{-v+\sqrt{v^{2}-4 w z}}{2 w}, \quad \Lambda_{2}=\frac{-v-\sqrt{v^{2}-4 w z}}{2 w} \tag{29}
\end{equation*}
$$

The boundary condition Equation (27) allows us to simplify the above solution further into the following form:

$$
\begin{equation*}
A_{m}=\frac{\Lambda_{1}^{m}-\Lambda_{2}^{m}}{\Lambda_{1}-\Lambda_{2}} A_{1} \tag{30}
\end{equation*}
$$

for $m=1,2, \ldots, N$.
The edge-state wave function amplitudes for two different sets of parameters derived using method 1, discussed in last section, and method 2, comparing with the corresponding eigenvectors solved numerically from the Hamiltonian Equation (1), are plotted in Figure 5. For systems with $v^{2}-4 w z<0$, as shown in the first row, the edge state amplitudes exhibit non-monotonicity and local maxima, but for systems with $v^{2}-4 w z \geq 0$, such as the example in the second row, the edge states decay monotonously from the end. There are some discrepancies between the analytical solutions calculated using method 1 and the numerical results, which may be due to the assumption behind the general expression, Equation (15). When writing the wave function in that form, it is already assumed that the eigenvectors for open chains can be written as linear combinations of the bulk eigenfunctions [30], but in fact the bulk eigenfunctions may not be a set of complete bases to construct the edge states of open chains.


Figure 5. Coefficient amplitudes for two different sets of parameters, $w=6, z=3, v=5$ in the first row and $w=6, z=1, v=5$ in the second row, calculated on a finite chain with 25 unit cells using method 1 and method 2: (a) $w=6, z=3, v=5$ using method 1 ; (b) $w=6, z=3, v=5$ using method 2; (c) $w=6, z=1, v=5$ using method 1 ; (d) $w=6, z=1, v=5$ using method 2; The discrete dots represent the edge-state amplitudes numerically given by the eigenvector of the Hamiltonian Equation (1).

The thermodynamical limit, $N \rightarrow \infty$, determines the most important properties of the system. In the thermodynamic limit, the discrete wavevector of the edge state can be approximated by a continuous and smooth function evaluated at the particle sites [30,31]. With a smooth function rather than a sequence of seemingly disordered discrete points such as those shown in Figure 5a,b, we can see the behavior of waves propagating on the lattice and the energy dissipation of these waves more clearly. In the rest of this section we will find such approximations for our model and the standard SSH model and propose a possible generalization of this method to SSH systems with additional odd couplings. The starting point of this approximation is from approximating the recurrence equation that describes the edge-state wave functions, e.g., Equation (26a) to a differential equation of the same order by taking the reverse process of the well-known Euler method by replacing $A_{n}$ by $A$, the difference ratio $\left(A_{n+1}-A_{n}\right) / \epsilon$ by $d A / d x$, the difference ratio of difference ratios,

$$
\begin{equation*}
\frac{1}{\epsilon}\left(\frac{A_{n+2}-A_{n+1}}{\epsilon}-\frac{A_{n+1}-A_{n}}{\epsilon}\right)=\frac{A_{n+2}-2 A_{n+1}+A_{n}}{\epsilon^{2}} \tag{31}
\end{equation*}
$$

by $d^{2} A / d x^{2} \ldots$, where $\epsilon$ is the distance between the A-subsites in two neighboring unit cells and $A(x)$ is the approximated continuous function. There is only one restriction, $A_{m}=A(m \epsilon)$, meaning that the continuous coefficient $A(x)$ evaluated at the $m$ th particle must equal to the coefficient of this particle calculated using the discrete method.

Consider the standard SSH model first. The additional z-coupling vanishes, then the recurrence equation, Equation (26a), reduces to

$$
\begin{equation*}
v A_{m}+w A_{m+1}=0 \tag{32}
\end{equation*}
$$

This can be easily solved by

$$
\begin{equation*}
A_{m}=\left(-\frac{v}{w}\right)^{m-1} A_{1} \tag{33}
\end{equation*}
$$

Due to the one-one correspondence between difference equations and differential equations of the same order, Equation (33) can be approximated by the solution of a first order differential equation

$$
\begin{equation*}
a \frac{d A}{d x}+b A=0 \tag{34}
\end{equation*}
$$

where $a$ and $b$ are some constants. The general solution of this differential equation reads

$$
\begin{equation*}
A(t)=A(0) e^{-\frac{b}{a} x} \tag{35}
\end{equation*}
$$

This can be compared to the discrete solution, Equation (33), by writing

$$
\begin{equation*}
\left(-\frac{v}{w}\right)^{n}=\exp \left(n \ln \left(-\frac{v}{w}\right)\right)=\exp (\kappa n) \tag{36}
\end{equation*}
$$

where $\kappa=\ln (-v / w)$, then Equation (33) can be written as

$$
\begin{equation*}
A_{m}=A_{1} e^{\kappa(m-1)} \tag{37}
\end{equation*}
$$

This can be fitted to the exponential function $A(x)$, Equation (35), such that $A_{m}=A(m \epsilon)$, provided

$$
\begin{align*}
& \frac{b}{a}=-\frac{\kappa}{\epsilon}  \tag{38}\\
& A(0)=A_{1} e^{\frac{b \epsilon}{a}}
\end{align*}
$$

The wave function amplitudes read

$$
\begin{equation*}
\left|A_{m}\right|=\left|A_{1}\right| e^{-(m-1) / \chi} \tag{39}
\end{equation*}
$$

where $\chi=1 /(\ln w-\ln v)$ is the localization length, which is consistent with that calculated in ref. [31].
In terms of our model (1 additional odd couplings), the recurrence formula, Equation (26a), can be approximated by a second-order differential equation

$$
\begin{equation*}
\frac{d^{2} A}{d x^{2}}+2 \alpha \frac{d A}{d x}+\beta A=0 \tag{40}
\end{equation*}
$$

where $\alpha$ and $\beta$ are constant. The general solution of Equation (40) can be expressed by the roots $\lambda_{1}, \lambda_{2}$ of the characteristic equation $\lambda^{2}+2 \alpha \lambda+\beta^{2}=0$ and the initial conditions $A(0)$ and $\dot{A}(0)=\frac{d A}{d x}(0)$ :

$$
\begin{equation*}
A(x)=\frac{\dot{A}(0)-\lambda_{2} A(0)}{\lambda_{1}-\lambda_{2}} e^{\lambda_{1} x}+\frac{\dot{A}(0)-\lambda_{1} A(0)}{\lambda_{2}-\lambda_{1}} e^{\lambda_{2} x} . \tag{41}
\end{equation*}
$$

To satisfy the restriction $A(m \epsilon)=A_{m}$, the crucial point is to set

$$
\begin{equation*}
\Lambda_{k}^{n}=\exp \left(n \ln \Lambda_{k}\right)=\exp \left(n \in \lambda_{k}\right) \tag{42}
\end{equation*}
$$

where $k=1,2$, meaning that

$$
\begin{equation*}
\lambda_{k}:=\epsilon^{-1} \ln \Lambda_{k} \tag{43}
\end{equation*}
$$

Then $A_{n}$ in Equation (30) can be rewritten in the form

$$
\begin{equation*}
A_{n}=\frac{A_{1}}{e^{\epsilon \lambda_{1}}-e^{\epsilon \lambda_{2}}}\left(e^{\lambda_{1} n \epsilon}-e^{\lambda_{2} n \epsilon}\right)=A(n \epsilon) \tag{44}
\end{equation*}
$$

as the continuous coefficient Equation (41) evaluated at discretized points $\epsilon m$, provided the initial conditions

$$
\begin{array}{r}
A(0)=\frac{2 A_{1}}{e^{\epsilon \lambda_{1}}-e^{\epsilon \lambda_{2}}}  \tag{45}\\
\dot{A}(0)=\frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right) A(0) .
\end{array}
$$

The continuous function Equation (40) approximates the discrete equation Equation (30) such that

$$
\begin{equation*}
\frac{v}{w}=-2 e^{-\epsilon \alpha} \cos \left(\epsilon \sqrt{\beta^{2}-\alpha^{2}}\right), \quad \frac{z}{w}=e^{-2 \epsilon \alpha} \tag{46}
\end{equation*}
$$

Therefore, the zero-energy edge wave function for our system can be approximated by a combination of two exponential functions. If $\lambda_{1}$ and $\lambda_{2}$ in Equation (41) are complex numbers, $A(x)$ can be rewritten in the form of an exponential function with real exponent multiplied by a $\sin / \cos$ wave, which is consistent with the form calculated using method 1.

Consider the general Hamiltonian with $M$ additional odd couplings, Equation (13)

$$
\begin{equation*}
H_{o}=H_{s s h}+\sum_{j=1}^{N} \sum_{i=1}^{M} z_{i} c_{B, j+i}^{\dagger} c_{A, j}+h . c . \tag{47}
\end{equation*}
$$

which respects Chiral symmetry. In this case, subsite A in each unit cell $j$ is coupled to subsite $B$ in unit cell $j+1, j+2, \ldots, j+M$. The recurrence equation that gives the edge-state wavevector for this Hamiltonian, obtained from $H_{0}|\psi\rangle=0$ thus is

$$
\begin{equation*}
\sum_{i=1}^{M} z_{M-i+1} A_{i}+v A_{M+1}+w A_{M+2}=0 \tag{48}
\end{equation*}
$$

whose solution $A_{n}$ can be approximated by the continuous solution of a $(M+1)$ th order differential equation, $A(x)$, i.e., $A_{n}=A(\epsilon n)=\sum_{i=1}^{M+1} C_{i} \exp \left(\epsilon \lambda_{i} n\right)$ where $\lambda_{1, \ldots, M+1}$ and $C_{1, \ldots, M+1}$ are constants to
be determined. However, connections between the parameters $\lambda_{1, \ldots, M+1}, C_{1, \ldots, M+1}$ and the coupling strengths $z_{1, \ldots, M+1}, v, w$ must be carefully calculated by solving the recurrence equation Equation (48) using generating functions or other methods, which is out of the scope of this paper.

## 4. Possible Physical Realization Using Array of Nanoparticles

Here we propose a possible realization of our model using optically resonant nanoparticles which was successfully used in the past $[15,20,32]$. The geometry of our model in Figure 1 can be rearranged into a ladder system as shown in Figure 6. With this setup, the topological properties of our model can be demonstrated in an array of resonant nanoparticles shown in Figure 7 b where an octupole moment is excited (as shown in Figure 7a) in each particle at the normal light incidence upon plane $x-y$.


Figure 6. Rearrangement of the geometry shown in Figure 1 as a ladder system.
Three major types of interaction between neighboring octupole moments in this setup are depicted in Figure 7 c where the interaction strengths for type $1,2,3$ correspond to the hopping amplitudes $v, z$ and $w$, and they are controlled by angle $\theta$ and distance $L_{v}, L_{z}, L_{w}$ respectively (see Figure $7 \mathbf{b}$ ).


Figure 7. (a) A cross-section of the octupole moment excited on each particle; (b) Arrangement of the nanoparticle array; (c) Three major interactions between neighboring particles, 1, 2 and 3, which mimic the hopping amplitudes, $v, z$ and $w$ respectively. The strengths of these interactions can be controlled by varying the distances, $L_{v}, L_{z}, L_{w}$, and angle $\theta$.

Efficient heat generation in localized spots using plasmonic nanoparticles and optical excitation is an interesting field that has been extensively researched due to its wide potential applications in bio-related research [33], thermal actuation of biosystem [34], efficient light-to-heat conversion [35] and local temperature sensing in nanoscale systems [36]. The advantage of our system is the ability of controlling the locations of local maxima of the probability amplitude of the edge states by carefully adjusting the coupling strength $w, v, z$ governing the periodicity, decay rate and initial phase of the amplitude profiles, which provides a potential method of fabricating the locations of hotspots in the array. As the edge states are protected by topology and symmetry, the hotspots generated by our system are robust to small perturbations.

## 5. Conclusions

By introducing extra hopping between two neighboring unit cells, a novel system with rich topological properties emerge. This system possesses more topological phases than the SSH model does, and the zero-energy edge state is a combination of exponential functions and sometimes can be written as an exponential decay modulated by cosine/sine waves. By adjusting the system parameters, we can control the period, initial phase and decay rate of the edge-state wavevector, which offers a way to fabricate the locations of hotspots (local maxima in the wave function), once the topolgical properties of our system can be realized on dielectric or plasmonic arrays. Since the edge states are protected by symmetry and topology, the hotspots in these states work as efficient and localized heat generation sources. We believe our model has potential applications in a wide range of fields such as biomedical systems, temperature sensing, near-field imaging, and hot-electron dynamics.
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## Appendix A. Second-Order Difference Equations With Constant Coefficients

Here we solve the recurrence formula given by Equation (26a)

$$
\begin{equation*}
A_{m+1}=-\frac{v}{w} A_{m}-\frac{z}{w} A_{m-1} . \tag{A1}
\end{equation*}
$$

This can be written in the matrix form

$$
\begin{equation*}
\beta_{m+1}=M \beta_{m} \tag{A2}
\end{equation*}
$$

where

$$
\beta_{m}=\binom{A_{m+1}}{A_{m}}, \quad M=\left(\begin{array}{cc}
-\frac{v}{w} & -\frac{z}{w}  \tag{A3}\\
1 & 0
\end{array}\right)
$$

The solution of Equation (A2) can be simply obtained from

$$
\begin{equation*}
\beta_{m}=M^{m-1} \beta_{1} \tag{A4}
\end{equation*}
$$

as long as the components of $\beta_{1}=\left(A_{2}, A_{1}\right)$ are known. The power of $M$ can be easily calculated if $M$ is diagonalizable, represented as

$$
\begin{equation*}
M=S D S^{-1} \tag{A5}
\end{equation*}
$$

where $D$ is a diagonal matrix. Then, $M^{m-1}=S D^{m-1} S^{-1}$. The components on the diagonal of $D$ are the eigenvalues of $M$ given by the two roots of the characteristic equation $\operatorname{det}(M-\Lambda I)=0$,
i.e., $\Lambda^{2}+(v / w) \Lambda+(z / w)=0$, denoted by $\Lambda_{1}$ and $\Lambda_{2}$. And the columns of the matrix $S$ are just eigenvectors of $M$, that is

$$
S=\left(\begin{array}{cc}
\Lambda_{1} & \Lambda_{2}  \tag{A6}\\
1 & 1
\end{array}\right)
$$

Therefore,

$$
\binom{A_{m+1}}{A_{m}}=\left(\begin{array}{cc}
\Lambda_{1} & \Lambda_{2}  \tag{A7}\\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
\Lambda_{1}^{m-1} & 1 \\
1 & \Lambda_{2}^{m-1}
\end{array}\right)\left(\begin{array}{cc}
\frac{1}{\Lambda_{1}-\Lambda_{2}} & -\frac{\lambda_{2}}{\Lambda_{1}-\Lambda_{2}} \\
-\frac{1}{\Lambda_{1}-\Lambda} & \frac{\Lambda_{1}}{\Lambda_{1}-\Lambda_{2}}
\end{array}\right)\binom{A_{2}}{A_{1}}
$$
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